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Abstract

This paper investigates exact detectability of systems with periodic
coefficients in finite-dimensional real ordered Hilbert spaces, extending
the classical framework of positive systems, which have applications
in many fields. A spectral PBH-type criterion for detectability is es-
tablished for both discrete and continuous-time systems in a unified
treatment. We further propose a Barbasin–Krasovskii-type criterion
for exponential stability by showing that the existence of a solution to
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a dual system, combined with detectability, ensures stability. The ob-
tained results provide a Lyapunov-like framework and open directions
for studying stability in optimal control.

Keywords: detectability, exponential stability, Popov-Belevich-Hautus
type criterion, Barbasin-Krasovski-type criterion.
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1 Introduction

There are many analysis and control problems involving dynamical systems
with outputs, where a natural question arises: can we infer convergence of
the system’s state from observing only the output? This type of property
is commonly referred to as detectability, which can be traced back to the
sisties [28]. The term reflects the idea that the state can be “perceived”
through the output, or that the persistence of the state sufficiently far from
the origin implies that, at some time, the output deviates proportionally
from the origin. This is precisely the detectability notion defined in the
seminal paper [1]. Beyond its obvious relevance in assessing stability of a
systems’ internal dynamics from output measurements, detectability is fun-
damental in optimal control problems involving minimization of an output
norm. A classical example is linear quadratic control, where the quadratic
stage cost can be seen as an output of the system. In such contexts, de-
tectability ensures that finite cost implies stable internal dynamics (see for
example [7] for Markov jump linear systems, or [16] for a rather general
setting of stochastic systems).

Several variants of detectability have been proposed to accommodate
different problem settings and system classes (e.g., [19, 9, 7]). Among these,
exact detectability [9] has become prominent in linear stochastic sys-
tems, mainly due to its conceptual simplicity and applicability. Intuitively,
a system is exact detectable if, for any initial condition, the state solution
converges to zero whenever the output is identically zero. This simplicity
facilitates adaptations to various scenarios, e.g. in [9] and [15], the state
solution converges to zero in the mean square sense whenever the output
is almost surely zero. Another key feature of exact detectability is that it
is often amenable to verification via the so-called Popov-Bellevich-Hautus
(PBH) test, as shown in [9] and [15] in different contexts.

In this paper, we study the notion of exact detectability in a general and
abstract setting of systems with periodic coefficients in finite-dimensional
real ordered Hilbert spaces, without relying on specific vector or matrix
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linear spaces as commonly done in the literature. The considered mod-
els can be seen as a broad generalization of positive systems, which arise
in many applications, including queuing systems, chemical processes, bio-
logical systems, traffic modeling, population dynamics, etc. Some of the
relevant general textbooks on deterministic positive systems are [18], [24],
[22]. We first establish the PBH criterion and present it in Theorem 1 in a
unified approach that encompasses both the discrete-time and continuous-
time versions. The second part of the article is devoted to the application
of the proposed exact detectability PBH-type conditions to the problem of
exponential stability for the considered general class of dynamical systems
defined on finite-dimensional real ordered Hilbert spaces. More specifically,
we show that under exact detectability condition, we can relax existing sta-
bility results in the literature (see for example Corollary 2.4.4 from [14] and
Theorem 2.4 from [13]) in order to develop a type of Barbasin-Krasovski cri-
terion for stability. The stability results developed in [13, 14] are formulated
via a backward linear differential/difference equation in a dual state z with
a uniformly positive forcing term f , involving the self-adjoint operator of
the system. It is shown in [13, 14] that the existence of a uniformly positive
solution to such an equation is equivalent to the exponential stability of the
original system. Under the detectability condition, we show that the expo-
nential stability of the zero solution of the original system is also guaranteed
when the backward linear differential/difference equation with a positive
(not necessarily uniformly positive) forcing term admits a positive (not nec-
essarily uniformly positive) solution. The obtained Barbasin-Krasovski type
criterion can be interpreted as Lyapunov-like stability condition. The results
are demonstrated in Theorems 4 and 5 in continuous-time and discrete-time
contexts, respectively. Although we do not address control problems in this
paper, the Barbasin-Krasovski criterion lays the foundation for future inves-
tigation of stability of optimal controllers.

The rest of the paper is organized as follows. Section 2 describes the
models and notation used in the paper. The main results are given in Sec-
tions 3 and 4 – the PBH criterion and Barbasin-Krasovski criterion for exact
detectability and exponential stability, respectively. Concluding remarks are
given in Section 5.
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2 Model description and basic definitions

2.1 Preliminary issues

In this work
(
X , 〈·, ·〉X

)
,
(
Y, 〈·, ·〉Y

)
are real ordered finite-dimensional Hilbert

spaces. The order relation on X is induced by a closed, solid, self dual, con-
vex cone X+, while the order relation on Y is induced by a closed, solid,
self dual, convex cone Y+. For definitions and useful properties of different
kinds of convex cones we refer to [10, 11]. The following examples provide
two of the most used finite dimensional ordered Hilbert spaces.

Example 1.
(
X ,X+

)
←
(
Rn,Rn+

)
where Rn+ = {x = (x1, x2, ..., xn)T ∈

Rn|xi ≥ 0, 1 ≤ i ≤ n}. The ordering relation induced by the convex cone
Rn+ is known as the component wise ordering. The Hilbert space structure
is induced by the usual inner product (euclidean inner product) on Rn. One
easily checks that Rn+ is a closed, solid, self dual, reproducing, convex cone.

Example 2. Let Sn ⊂ Rn×n be the linear space of symmetric matrices and

SNn
∆
= Sn × Sn × ...× Sn︸ ︷︷ ︸

N times

. Equipped with the inner product:

〈X,Z〉 ∆
=

N∑
i=1

Tr[XiZi], (1)

for all X = (X1, X2, ..., XN ) and Z = (Z1, Z2, ..., ZN ) from SNn it becomes a
Hilbert real space. The order relation on this Hilbert space is induced by the
convex cone SN+

n = {X ∈ SNn |X = (X1, X2, ..., XN ), Xi ≥ 0, 1 ≤ i ≤ N}.
One checks that SNn is a closed, solid, self dual, reproducing, convex cone
(see for example Chapter 2 in [14]). In (1), Tr[·] stands for the trace of a
matrix.

To ease the exposition, we denote L[X ] the set of the linear operators
T : X → X and L[X ,Y] the set of linear operators C : X → Y. An operator
T ∈ L[X ](C ∈ L[X ,Y]) is named positive operator on the ordered Hilbert
space

(
X ,X+

)
if TX+ ⊂ X+ (CX+ ⊂ Y+).

2.2 A continuous-time linear system

On the ordered Hilbert space
(
X ,X+

)
we consider the continuous-time lin-

ear system:

ẋc(t) = Lc(t)xc(t) (2a)

yc(t) = Cc(t)xc(t) (2b)
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t ∈ R, where xc(t) ∈ X is the state of the system and yc(t) ∈ Y is an output.
In (2a), Lc(·) : R → L[X ] and in (2b), Cc(·) : R → L[X ,Y] are continuous
operator-valued functions.

If xc(t; t0, x0) is the solution of the differential equation (2a) associated
to the initial pair (t0, x0) ∈ R×X , the corresponding output is

yc(t; t0, x0) = Cc(t)xc(t; t0, x0), t ∈ R. (3)

Definition 1. We say that the linear differential equation (2a), or equiv-
alently, that the operator-valued function Lc(·) defines a positive evolution on
the ordered Hilbert space

(
X ,X+

)
if, for any initial time t0 ∈ R, xc(t; t0, x0) ∈

X+ for any t ≥ t0, whenever x0 ∈ X+.

Regarding the system (2) we make the assumption:

Hc)

a) the linear differential equation (2a) defines a positive evolution on the
linear ordered space

(
X ,X+

)
;

b) for each t ∈ R, Cc(t) is a positive operator, that is Cc(t)X+ ⊂ Y+;

c) Lc(·), Cc(·) are periodic operator-valued functions with common pe-
riod θc > 0.

Let Tc(t, t0) : X → X be the linear evolution operator defined by the linear
differential equation (2a) as

Tc(t, t0)x0
∆
= x(t; t0, x0),

for all t, t0 ∈ R, x0 ∈ X .
Useful properties of a linear evolution operator defined by a linear differ-

ential equation on a Banach space may be found, for example, in Chapter
3 from [8], [17, Chapter 6], [23]. Here, we recall two of these properties
which are true under the assumption Hc). First, let us remark that if the
assumption Hc) a) holds, then

Tc(t, t0)X+ ⊂ X+ (4)

for all t ≥ t0, t, t0 ∈ R. Furthermore, if the assumption Hc) c) is fulfilled,
then

Tc(t+ jθc, t0 + jθc) = Tc(t, t0) (5)

for all t, t0 ∈ R, j ∈ Z.
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Remark 1. Reasoning as in Section 2 from [4] one may show that the
spectrum of the linear operator Tc(t, t0) does not depend on (t, t0) ∈ R×R.

We define
Tc,θc(t0)

∆
= Tc(t0 + θc, t0) (6)

for all t0 ∈ R named the monodromy operator associated to the linear differ-
ential equation with periodic coefficients (2a). According to the Remark 1,
the spectrum σ[Tc,θc(t0)] of the monodromy operator does not depend upon
t0. The elements of the set σ[Tc,θc(t0)] are called characteristic multipliers.
The relation between the characteristic multipliers and different kinds of
stability of the zero solution of a differential equation of the form (2a) can
be found in Chapter 3 from [23] or [29].

Definition 2. We say that the system (2.2) is:

a) exact detectable at t0, if lim
t→∞

x(t; t0, x0) = 0 for any initial state

x0 ∈ X+ for which y(t; t0, x0) = 0, for any t ≥ t0;

b) exact detectable, if it is exact detectable for any initial time t0 ∈ R.

One of our aims is to provide a Popov-Bellevich-Hautus (PBH) type
criterion which allows to decide if a linear system with periodic coefficients
as (2) is or not exact detectable. This criterion will be stated using the
characteristic multipliers of the differential equation (2a).

2.3 A discrete-time linear system

We consider the discrete-time linear system

xd(t+ 1) = Ld(t)xd(t) (7a)

yd(t+ 1) = Cd(t)xd(t) (7b)

t ∈ Z, where xd(t) ∈ X denotes the states of the system, while yd(t), t ∈ Z,
stands for an output of the system and {Ld(t)}t∈Z ⊂ L[X ], {Cd(t)}t∈Z ⊂
L[X ,Y].

Regarding the system (7) we make the assumption:

Hd)

a) {Ld(t)}t∈Z and {Cd(t)}t∈Z are periodic sequences with common period
θd ≥ 1;
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b) for each t ∈ Z, Ld(t) and Cd(t) are positive operators on the ordered
Hilbert space

(
X ,X+

)
.

Remark 2. Definition 1 may be adapted mutatis mutandis to the discrete-
time linear equation (7a). One sees that the equation (7a) defines a positive
evolution on the ordered Hilbert space

(
X ,X+

)
if and only if for each t ∈ Z,

Ld(t) is a positive operator.

The linear evolution operator on the space X defined by the discrete
time linear equation (DTLE) (7a) is defined by:

Td(t, t0) =

{
Ld(t− 1)Ld(t− 2) . . .Ld(t0), if t > t0

IX , if t = t0

where IX is the identity operator on the space X .
Based on the properties of the operators Ld(t) from the assumption

Hd) we emphasize the following properties of the linear evolution operator
Td(t, t0) :

Td(t, t0)X+ ⊂ X+ (8)

for all t ≥ t0, t, t0 ∈ Z,

Td(t+ jθd, t0 + jθd) = Td(t, t0) (9)

for any t, t0, j ∈ Z.
The solution xd(t; t0, x0) of the equation (7a) corresponding to the initial

pair (t0, x0) ∈ Z×X has the representation

xd(t; t0, x0) = Td(t, t0)x0,

for all t ≥ t0. The output corresponding to this trajectory is:

yd(t; t0, x0) = Cd(t)xd(t; t0, x0),

for all t ≥ t0.
Reasoning as in the proof of Proposition 3.1 from [4], it can be shown

that the eigenvalues of the linear operator Td(t; t0) do not depend upon the
pair (t, t0) ∈ Z× Z.

We set
Td,θd(t0)

∆
= Td(t0 + θd, t0), (10)

for all t0 ∈ Z. By analogy to the case of a linear differential equation with pe-
riodic coefficients, in the case of a discrete-time linear equation with periodic
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coefficients, the linear operator introduced in (10) will be named monodromy
operator of the DTLE (7a). As in the continuous-time case, the eigenvalues
of the monodromy operator will be named characteristic multipliers. The
set σ[Td,θd(t0)] of the characteristic multipliers of the monodromy operator
does not depend upon t0 ∈ Z.

Definition 3. We say that the discrete-time linear system (7) is:

a) exact detectable at initial time t0 if lim
t→+∞

xd(t; t0, x0) = 0 for any

initial states x0 ∈ X+ for which yd(t; t0, x0) = 0, for all t ≥ t0;

b) exact detectable if it is exact detectable at any initial time t0 ∈ Z.

Another aim of this work is to provide a PBH type criterion that allows
us to decide if a discrete-time linear system of the form of (7) is or not exact
detectable, in the sense of Definition 3.

Starting from the similarity between the definitions of the concept of
exact detectability in the continuous- time case system and the discrete-
time case system, we consider a more general framework which allows us an
unified approach for the derivation of a PBH criterion for the linear systems
of the form (2) and those of the form (7).

2.4 A unified approach of exact detectability for the case of
continuous-time and discrete-time systems with periodic
coefficients

We consider a linear system on the Hilbert space X which exploits the
similarity between (2) and (7):(

δ+x
)
(t) = L(t)x(t) (11a)

y(t) = C(t)x(t) (11b)

t ∈ K where
(
δ+x

)
(t) = ẋ(t) when K ← R and

(
δ+x

)
(t) = x(t + 1) when

K ← Z. In (11), x(t) ∈ X are the states of the system and y(t) ∈ Y is
the output of the system, X ,Y being the same finite dimensional Hilbert
spaces, where were defined the continuous-time linear system (2) and the
discrete-time linear system (7). When K ← R, in 11, L(t) coincides with
Lc(t) and C(t) is Cc(t), t ∈ R while K← Z, in (11) L(t) coincides with Ld(t)
and C(t) becomes Cd(t), t ∈ Z.

Let x(t; t0, x0), t ≥ t0 ∈ K be the solution of the equation (11a) corre-
sponding to the initial pair (t0, x0) ∈ K × X . The corresponding output is
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y(t; t0, x0) = C(t)x(t; t0, x0). We have the representation formula

x(t; t0, x0) = T(t, t0)x0 (12)

for all t ≥ t0 ∈ K, x0 ∈ X , where

T(t, t0) =

{
Tc(t, to), if K← R
Td(t, t0), if K← Z.

(13)

Definition 4. We say that the linear system (11) is:

a) exact detectable at initial time t0 ∈ K if for any x0 ∈ X+ for which
y(t; t0, x0) = 0, for all t ≥ t0 ∈ K, it follows that lim

t→+∞
x(t; t0, x0) = 0;

b) exact detectable if it is exact detectable at any initial times t0 ∈ K.

One sees that in the case when K← R, the Definition 4 is just Definition
2, while if K← Z, the Definition 4 recovers Definition 3.

In the next section, we shall derive the PBH criterion for exact detectabil-
ity of the system (11). The PBH type criterion derived for the system (11)
will contain as special cases the PBH criteria for the continuous-time linear
system (2) and the discrete-time linear system (7).

3 A PBH criterion for exact detectability

3.1 Some preliminary issues

We assume the assumptions Hc) and Hd) hold. In this case, the operator-
valued functions L(·) and C(·), involved in (11) are periodic functions of
period θ, where

θ =

{
θc if K← R
θd if K← Z.

(14)

We set
Tθ(t0)

∆
= T(t0 + θ, t0), (15)

where T(·, ·) is defined by (13) and θ is that from (14).
From (13) and (15) we may infer that under the assumptions Hc), Hd),

Tθ(t0) is a positive operator on the ordered Hilbert space
(
X ,X+

)
, that is

Tθ(t0)X+ ⊂ X+,
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for all t0 ∈ K. The operator Tθ(t0) is named the monodromy operator asso-
ciated with the equation with periodic coefficients (11), and its eigenvalues
will be named characteristic multipliers.

The set σ[Tθ(t0)] of the characteristic multipliers does not depend upon
t0 ∈ K.

In the developments from this section, an important role is played by
the subset of the characteristic multipliers

σ+[Tθ(t0)] = {µ ∈ σ[Tθ(t0)] | ∃0 6= y ∈ X+such that Tθ(t0)y = µy}.

One sees that σ+[Tθ(t0)] ⊂ R+.

Definition 5. We say that µ ∈ σ+[Tθ(t0)] is a characteristic multiplier
unobservable at t0 ∈ K if there exist z ∈ X+, z 6= 0 which satisfies the
equalities

Tθ(t0)z = µz (16a)

C(t)T(t, t0)z = 0, t0 ≤ t < t0 + θ, k ∈ K. (16b)

Let ρθ be the spectral radius of the linear operator Tθ(t0). Applying
Theorem 19.2 from [11], we may conclude that ρθ ∈ σ+[Tθ(t0)].

At the end of this subsection, let us recall the version for the linear
evolution operator T(·, ·) introduced in (13) of the equalities (5) and (9):

T(t+ jθ, t0 + jθ) = T(t, t0), (17)

for any j ∈ Z, t ≥ t0, t, t0 ∈ K.

3.2 A PBH-type criterion for exact detectability

In the case where K ← Z, [t0, t0 + θ) stands for the subset of integers
{t0, t0 + 1, . . . , t0 + θ − 1}. The main result of this section is stated in the
next theorem:

Theorem 1. Assume that assumptions Hc) (for the continuous-time case)
and Hd) (for the discrete-time case) are fulfilled. Let θ (defined as in (14))
be the period of the operator-valued functions L(·), C(·) that describe the
system (11). Then, for each t0 ∈ K the following are equivalent:

(i) the linear system (11) is exact detectable at the initial time t0 ∈ K;

(ii) there are no characteristic multipliers µ ∈ σ+[Tθ(t0)], µ ≥ 1, which are
unobservable at t0.
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Proof. (see Appendix A).

In the last part of this section, we rewrite Definition 5 and the statement
of Theorem 1 for the case of a continuous-time linear system of the form (2)
and for the case of a discrete-time linear system of the form (7).

The particular case of a continuous-time linear system with peri-
odic coefficients

Using the notation introduced in Section 2.2 we obtain the following form
of Definition 5 and of the adapted PBH criterion for the system (2).

Definition 6. We say that µ ∈ σ+[Tc,θc(t0)] is a characteristic multiplier
which is unobservable at initial time t0 for the linear system (2) if there
exists z ∈ X+, z 6= 0, satisfying the equalities:

Tc,θc(t0)z = µz (18a)

Cc(t)Tc(t, t0)z = 0 (18b)

for any t ∈ [t0, t0 + θc).

Theorem 2. Assume that assumption Hc) is fulfilled. Under these condi-
tions, for each t0 ∈ R, the following are equivalent:

(i) the continuous-time linear system (2) is exact detectable at t0;

(ii) there are no characteristic multipliers µ ∈ σ+[Tc,θc(t0)], µ ≥ 1, which
are unobservable at initial time t0, for the system (2).

The particular case of a discrete-time linear system with periodic
coefficients

Using the notations introduced in Section 2.3 we obtain the following form
of Definition 5 and of the PBH criterion for the system(7).

Definition 7. We say that µ ∈ σ+[Td,θd(t0)] is a characteristic multiplier
unobservable at initial time t0 ∈ Z for the linear system (7) if then exists
z ∈ X+, z 6= 0 satisfying the equalities:

Td,θd(t0)z = µz (19a)

Cd(t)Td(t, t0)z = 0 (19b)

for all t ∈ {t0, t0 + 1, . . . , t0 + θd − 1}.
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Theorem 3. Assume that assumption Hd) is fulfilled. Under these condi-
tions, for each t0 ∈ Z the following are equivalent:

(i) the discrete-time linear system (7) is exact detectable at the initial time
t0;

(ii) there are no characteristic multipliers µ ∈ σ+[Td,θd(t0)], µ ≥ 1, which
are unobservable at t0 for the linear system (7).

In the next section, we shall use the PBH type criterion provided by
Theorem 2 and Theorem 3, to derive Barbashin-Krasovski type criteria for
the exponential stability of a linear differential equation of type (2a) and of
a discrete-time linear equation of type (7a).

4 A Barbasin-Krasovski type criterion for expo-
nential stability of zero solution of a linear equa-
tion

In this section, we apply the results stated in Theorem 2 and Theorem 3
to obtain a version of the result of Barbasin - Krasovski [3] for the case of
linear differential equations and difference equations defined on an ordered
Hilbert space.

4.1 The case of a continuous-time linear differential equation

On the finite dimensional ordered Hilbert space
(
X ,X+

)
we consider the

linear differential equation:

ẋc(t) = Lc(t)xc(t). (20)

The ordering relation on X is induced by the closed, solid, self dual, convex
cone X+. Regarding the differential equation (20) we make the assumption:

H1
c)

a) the operator-valued function Lc(·) : R→ L[X ] is continuous and peri-
odic with period θc > 0;

b) the linear differential equation (20) generates a positive evolution on
the ordered Hilbert space

(
X ,X+

)
.
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Example 3. On the ordered space
(
Rn,Rn+

)
the equation (20) takes the

form
ẋc(t) = A(t)xc(t) (21)

where A(t) is the matrix associated to the operator Lc(t) with respect to
the canonical basis of Rn, A(·) : R → Rn×n is a matrix valued function
continuous and periodic, with period θc. According to [12], the linear differ-
ential equation (21) defines a positive evolution on the ordered Hilbert space(
Rn,Rn+

)
if and only if for each t ∈ R, A(t) is a Metzlez matrix. This means

that the off diagonal elements of the matrix A(t) are non-negative. This
kind of differential equation models phenomena for which the state param-
eters remain non-negative, with applications in many areas of science [18],
e.g., in queuing systems where the state components represent probabilities
[18, Chap. 16], in chemical processes involving mass and heat balance equa-
tions [26], in telecommunication engineering where the problem of Power
allocation in a mobile telecommunication network with n users which trans-
mit signals to a receiving station can be modeled as an optimal control for
a positive system [6], or compartmental models which are systems composed
of interconnected reservoirs (named compartments), exchanging flows of a
common resource. Such models are for example used in biology to describe
storage and flows of certain substances through different components of a
biological organism. The amount of resource in each compartment being
intrinsically a positive variable, positive models are appropriate to describe
such phenomena (see [22, 6]). We can also cite some consensus problems
appearing in networked control systems (network of agents) can be also effi-
ciently tackled under the positive system paradigm [27] and applications in
epidemiological modeling [2, 5].

Example 4. On the ordered Hilbert space
(
S,S+

n

)
we consider the linear

differential equation

Ẋ(t) = A0(t)X(t) +X(t)AT0 (t) +
r∑

k=1

Ak(t)X(t)ATk (t). (22)

The linear differential equation (22) is defined by the operator-valued func-
tion L(·) : R→ Sn described by

L(t)X = A0(t)X +XAT0 (t) +

r∑
k=1

Ak(t)XA
T
k (t). (23)

This kind of differential equation occurs in connection with the derivation
of criteria for exponential stability in mean square of a stochastic linear
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differential equation of the form:

dx(t) = A0(t)x(t)dt+
r∑

k=1

Ak(t)x(t)dwk(t), t ≥ 0,

where {w(t)}t≥0 (w(t) = (w1(t) w2(t) . . . wr(t))
T ) is a r-dimensional stan-

dard Wiener process defined on a given probability space (Ω,F ,P) (see [20]).

Let us remark that if Ak(·) : R→ Rn×n, 0 ≤ k ≤ r are continuous matrix
valued functions, periodic with common period θc > 0, then the operator-
valued function L(·) described by (23) is continuous and periodic of period
θc. Moreover, Theorem 2.6 (i) from [14] allows to deduce that the linear
differential equation (22) defines a positive evolution on the ordered space
(Sn,S+

n ).
For the reader’s convenience, we recall the definition of the exponential

stability of the zero solution of a continuous-time linear differential equation
(CTLDE) (20).

Definition 8. We say that the zero solution of the CTLDE (20) is expo-
nentially stable if its solutions x(·; t0, x0) satisfy:

||x(t; t0, x0)|| ≤ βe−α(t−t0)||x0||, (24)

for all t ≥ t0, t, t0 ∈ R, x0 ∈ X , where α > 0, β ≥ 1 are constants not
depending upon t, t0, x0.

Definition 9. A vector valued function h(·) : I ⊂ R → X is uniform
positive on I if there exists a constant δ > 0 and a vector ξ ∈ IntX+ such
that

h(t) � δξ (25)

for any t ∈ I.

Remark 3. If (25) holds for a vector ξ ∈ IntX+, then for any ζ ∈ IntX+,
there exists a constant ν > 0 which may depends upon ζ such that h(t) � νζ
for all t ∈ I. Indeed if ζ ∈ IntX+ there exists ε > 0 which may depends
upon ζ such that

0 ≺ εζ ≺ ξ.

This allows to write (via (25)) that

h(t) � εδζ,

for any t ∈ I.
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Further, we denote h(t) �� 0, t ∈ I to show that h(·) is a uniform
positive vector valued function on the interval I. In the case when h(t) �
0, t ∈ I, the function h(·) will be named positive on I.

A set of criteria that allows us to decide if the zero solution of a CTLDE
of the form (20) is exponentially stable is provided, for example, by Corol-
lary 2.4.4 from [14]. So, employing the equivalence (i)⇔ (iv) from Corollary
2.4.4 from the aforementioned reference we may infer that the zero solution
of the differential equation (20) is exponentially stable, if and only if there
exists a continuous vector-valued function f(·) : R → X periodic with pe-
riod θc uniformly positive on R with the property that the backward linear
differential equation:

−ż(t) = L∗c(t)z(t) + f(t) (26)

has a solution z̃(·) : R→ X that is a uniform positive and periodic function
of period θc.

Our aim is to show that under the suitable exact detectability property,
the exponential stability of the zero solution of the equation (20) is also
guaranteed in the case where the backward linear differential equation (26)
with f(t) � 0, t ∈ R, instead of f(t) �� 0 has a solution z̃(·) : R → X ,
which is a θc periodic function such that z̃(t) � 0.

Attaching a suitable output to the differential equation (20) we obtain
the following linear system

ẋc(t) = Lc(t)xc(t) (27a)

yc(t) = 〈f(t), xc(t)〉X (27b)

where f(t), t ∈ R is the free term of equation (26). Bearing in mind that
(20) has the properties of the assumption H1

c) and that the cone X+ is a
self-dual convex cone we may infer that assumption Hc) holds in the case of
the system (27) too, because f(·) is a continuous θc periodic function and is
satisfying f(t) � 0 for all t ∈ R. This means that we may apply Theorem 2 to
obtain a PBH criterion for the exact detectability of this system. This allows
us to prove a Barbasin-Krasovski type criterion for exponential stability of
the zero solution of the linear differential equation (20).

Theorem 4. Assume:

a) the assumption H1
c) holds;

b) the continuous vector valued function f : R → X+, not necessarily
uniform positive, periodic with period θc, is such that the corresponding
system of the form (27) is exact detectable.
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Under these conditions, the following are equivalent:

(i) the zero solution of the linear differential equation (20) is exponentially
stable;

(ii) the backward linear differential equation of the form (26) whose free
term f(·) is satisfying the conditions from b), has a solution z̃(·) : R→
X+ periodic with period θc.

Proof. The implication (i) =⇒ (ii) follows from Theorem 2.3.7 (ii) from
[14] in the case of the equation (26). It remains to prove the implication
(ii) =⇒ (i). Let Tc(t, t0), t, t0 ∈ R, be the linear evolution operator on X
defined by the differential equation (20). Let Tc,θc(t0)

∆
= Tc(t0 + θc, t0), t0 ∈

R, be the monodromy operator defined by the differential equation (20). Let
ρc,θc be the spectral radius of the monodromy operator Tc,θc(t0). We have
to show that ρc,θc < 1. Based on the assumption H1

c) b) we may infer that
Tc,θc(t0) is a positive operator on the ordered space

(
X ,X+

)
. According

to Theorem 19.2 from [11] applied in the case of the operator Tc,θc(t0) we
obtain that there exists a vector z̃0 6= 0 in X+ which is satisfying

Tc,θc(t0)z̃0 = ρc,θc z̃0. (28)

Further writing (26) for its solution z̃(·) we obtain the following representa-
tion formula:

z̃(t) = T∗c(t0 + θc, t)z̃(t0 + θc) +

t0+θc∫
t

T∗c(s, t)f(s)ds (29)

for any t < t0 + θc, t0 ∈ R is arbitrary but fixed. Taking t0 = 0 and t = 0 in
(29) we get:

z̃(0) = T∗c,θc(0)z̃(θc) + Ψ(θc) (30)

where

Ψ(θc)
∆
=

θc∫
0

T∗c(s, 0)f(s)ds. (31)

Invoking again the assumption H1
c) b) we deduce that for any s ≥ t, Tc(s, t)

is a positive operator on the ordered space
(
X ,X+

)
. Bearing in mind that

X+ is a self dual convex cone we may infer via Proposition 2.1.9 from [14]
that T∗c(s, t) is also a positive operator. Hence, T∗c(s, t)f(s) � 0 for all s ≥ t
because f(s) � 0 for all s ∈ R. This allows us to conclude via (31) that
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Ψ(θc) � 0 because X+ is a closed, convex cone. Bearing in mind again that
X+ is a self dual convex cone we deduce via (30) that

0 � 〈Ψ(θc), z̃0〉X = 〈z̃(0), z̃0〉X − 〈Tc,θc(0)z̃(θc), z̃0〉X
= 〈z̃(0), z̃0〉X − 〈z̃(θc),Tc,θc(0)z̃0〉X = 〈z̃(0), (1− ρc,θc)z̃0〉X . (32)

For the last equality we took into account (28) and that z̃(0) = z̃(θc). If
ρc,θc ≥ 1 we obtain from (32) that

〈Ψ(θc), z̃0〉X = 0.

Further, employing (31) we get

0 =

θc∫
0

〈T∗c(s, 0)f(s), z̃0〉Xds =

θc∫
0

〈f(s),Tc(s, t)z̃0〉Xds. (33)

Invoking again the fact that X+ is a self dual, convex cone and that
Tc(s, t) is a positive operator, we deduce that

〈f(s),Tc(s, 0)z̃0〉X ≥ 0,

for all s ∈ [0, θc]. Hence, (33) yields:

〈f(s),Tc(s, 0)z̃0〉X = 0 (34)

for any 0 ≤ s ≤ θc. From (28) and (34) we conclude that ρc,θc is a character-
istic multiplier unobservable at t = 0 for the system (27). Since the system
(27) is exact detectable we may infer via (i) =⇒ (ii) from Theorem 2, that
ρc,θc < 1. Thus the proof ends.

Remark 4. In the case of the differential equation (22) the corresponding
backward linear differential equation in the form (26) is:

Ẏ (t) +AT0 (t)Y (t) + Y (t)A0(t) +

r∑
k=1

ATk (t)Y (t)Ak(t) + F (t) = 0 (35)

where F (·) : R→ S+
n is a matrix valued function continuous and θc periodic.

According to (1) written for N = 1, we obtain the following system of the
form (27) associated to the equation (22):

Ẋ(t) = L(t)X(t) (36a)

Y (t) = Tr[C(t)X(t)CT (t)], t ∈ R (36b)
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where C(t) is provided by the factorization F (t) = CT (t)C(t), t ∈ R and L(·)
is the linear operator (23). Let X(·; t0, X0) be the solution of the differential
equation (36a) corresponding to the initial pair (t0, X0) ∈ R × S+

n . The
output (36b) determined by the trajectory is

y(t; t0, X0) = Tr[C(t)X(t; t0, X0)CT (t)],

t ∈ R. Hence y(t; t0, X0) = 0 for any t ≥ t0 if and only if Ỹ (t; t0, X0)
∆
=

C(t)X(t; t0, X0)CT (t) = 0 for all t ≥ t0 because X(t; t0, X0) ∈ S+
n , for all t ≥

t0. Applying Theorem 4.1 from [15] we may conclude that the system (36)
is exact detectable in the sense of Definition 2 if and only if the stochastic
linear system

dx(t) = A0(t)x(t)dt+

r∑
k=1

Ak(t)x(t)dwk(t)

y(t) = C(t)x(t),

is exact detectable in the sense of Definition 2.1 from [15]. This allows us
to conclude that the result proved in Theorem 4 from above, recover as a
special case the result proved in Theorem 3.1 from [16].

4.2 The case of discrete-time linear equation

On the finite dimensional ordered Hilbert space
(
X ,X+

)
we consider the

discrete-time linear equation

xd(t+ 1) = Ld(t)xd(t), t ∈ Z. (37)

The order relation ” � ” on X is induced by the convex cone X+, having
the same properties as in the case of the differential equation (20). Regarding
the operators Ld(t) involved in (37) we make the following assumption:

H1
d)

a) {Ld(t)}t∈Z ⊂ L[X ] is a periodic sequence of period θd ≥ 1;

b) for each t ∈ Z,Ld(t) : X → X is a positive linear operator on the
ordered space

(
X ,X+

)
.

Example 5. On the ordered space
(
Rn,Rn+

)
we consider the discrete time

linear equation:
x(t+ 1) = M(t)x(t) (38)
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where, for each t ∈ Z, M(t) is the matrix with respect to the canonical basis
in Rn of the operator Ld(t). If {M(t)}t∈Z ⊂ Rn×n is a periodic sequence
of period θd ≥ 1 and if for each t ∈ Z, the elements of the matrix M(t)
are non-negative, then the conditions from the assumption H1

d) are satisfied
in the case of the equation (38). The difference equation (38) appears in
applications whose states are naturally non-negative, for example, price and
population modeling in [18, Chaps. 12, 13].

Example 6. On the ordered Hilbert space
(
Sn,S+

n

)
we consider the discrete-

time linear equation

X(t+ 1) =
r∑

k=0

Mk(t)X(t)MT
k (t), t ∈ Z. (39)

This discrete-time linear equation is defined by the linear operator

Ld(t)X =
r∑

k=0

Mk(t)XM
T
k (t). (40)

This kind of discrete-time linear equation occurs in connection with the
derivation of criteria for exponential stability in mean square of a discrete-
time stochastic linear equation:

x(t+ 1) =

(
M0(t) +

r∑
k=1

wk(t)Mk(t)

)
x(t), t ∈ Z+ (41)

where, {w(t)}t∈Z+

(
w(t) = (w1(t) w2(t) . . . wr(t))

T
)

is an r-dimensional
independent random vector with zero mean and covariance E[w(t)wT (t)] =
Ir. For the reader convenience, we refer to [25].

From (40) it is clear that if for each 0 ≤ k ≤ r, {Mk(t)}t∈Z+ is a periodic
sequence of period θd ≥ 1, then the operators Ld(t) have the properties from
the assumption H1

d).

The discrete-time counterpart of Definition 8 is:

Definition 10. We say that the zero state equilibrium of the equation (37)
is exponentially stable if its solutions x(t; t0, x0) have a decay of the form

||x(t; t0, x0)|| ≤ βδt−t0 ||x0||,

for any t ≥ t0, t, t0 ∈ Z, where β ≥ 1, δ ∈ (0, 1) are constants not depending
upon t, t0, x0.
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A set of criteria which allows us to deduce if the zero state equilibrium
of a discrete-time linear equation of type (37) under the assumption H1

d)
is provided, for example, by Theorem 2.4 from [13]. So, according to the
equivalence (i) ⇔ (vi) from Theorem 2.4 together with Theorem 2.5 (ii)
from the aforementioned reference, it follows that the zero state equilibrium
of the equation (37) is exponentially stable if and only if there exists a
sequence {fd(t)}t∈Z ⊂ IntX+, periodic with period θd with the property
that the discrete-time backward affine equation

z(t) = L∗d(t)z(t+ 1) + fd(t) (42)

has a periodic solution {z̃(t)}t∈Z ⊂ Int X+ of period θd. Our aim is to show
that under a suitable exact detectability property, the exponential stability
of the zero state equilibrium of (37) is guaranteed also in the case when a
discrete time backward affine equation of the form (42) with the free term
{fd(t)}t∈Z ⊂ X+ ( instead of {fd(t)}t∈Z ⊂ Int X+) has a periodic solution
{ζ(t)}t∈Z ⊂ X+ (instead of {ζ(t)}t∈Z ⊂ Int X+).

Attaching a suitable output to the system (37) we obtain the following
discrete-time linear system:

x(t) = Ld(t)x(t) (43a)

yd(t) = 〈fd(t), x(t)〉X . (43b)

The following result is the discrete-time counterpart of the result proved in
Theorem 4.

Theorem 5. Assume:

a) the assumption H1
d) is fulfilled;

b) the vector valued sequence {fd(t)}t∈Z ⊂ X+, periodic of period θd, is
such that the corresponding system of type (43) is exact detectable.

Under these conditions, the following are equivalent:

(i) the zero state equilibrium of the discrete-time linear equation (37) is
exponentially stable;

(ii) the discrete-time backward affine equation of the form (42) whose free
term fd(t), t ∈ Z is satisfying the conditions stated in b) has a solution
{ζ̃(t)}t∈Z ⊂ X+ which is periodic with period θd.
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Proof. (Hint) The implication (i) =⇒ (ii) follows applying Theorem 2.5
(ii) from [13].

To prove the implication (ii) =⇒ (i) we consider the linear evolu-
tion operator Td(t, t0), t ≥ t0, t, t0 ∈ Z defined by the discrete-time linear

equation (37). Let Tt,θd(t0)
∆
= Td(t0 + θd, t0) be the monodromy operator

associated to the equation (37). We have to prove that its spectral radius
is satisfying ρd,θd < 1. Applying Theorem 19.2 from [11] in the case of the
linear and positive operator Td,θd(0) we deduce that there exists ζ̃0 6= 0 in
X+ satisfying

Td,θd(0)ζ̃0 = ρd,θd ζ̃0. (44)

Further, writing (42) for its solution {ζ̃(t)}t∈Z we obtain the representation
formula

ζ̃(t) = T∗d(t0 + θd, t)ζ̃(t0 + θd) +

t0+θd−1∑
s=t

T∗d(s, t)fd(s), (45)

for all t0 ∈ R, t < t0 + θd. Taking t0 = t = 0 in (45) we get:

ζ̃(0) = T∗d,θd(0)ζ̃(θd) + Ψ(θd) (46)

where

Ψ(θd) =

θd−1∑
s=0

T∗d(s, 0)fd(s). (47)

Reasoning as in the proof of the Theorem 4 we obtain via (46), (47) that

〈fd(s),Td(s, 0)ζ̃0〉X = 0, (48)

0 ≤ s ≤ θd − 1. From (44) and (48) we may conclude that ρd,θd is a
characteristic multiplier unobservable for the system (43). Since the system
(43) is exact detectable, we may infer via the implication (i) =⇒ (ii) from
Theorem 3 that ρd,θd < 1. Thus the proof ends.

5 Conclusion

In this paper, we established a spectral, PBH-type criterion for detectabil-
ity in systems with periodic coefficients in finite-dimensional real ordered
Hilbert spaces. We further developed a Barbasin–Krasovski-type criterion
for exponential stability, showing that the existence of solutions to a back-
ward differential/difference equation with a non-necessarily uniform positive
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forcing term, combined with detectability, guarantees stability. While the
PHB test provides a more amenable way to numerically check if a system
is exact detectable, the Barbasin–Krasovski criterion offers a foundation for
future investigations on stability in optimal control problems.

Appendix A. Proof of Theorem 1

We prove the implication (i) ⇒ (ii) by contradiction. Let us assume that
there exists a characteristic multiplier µ ∈ σ+[Tθ(t0)], µ ≥ 1, which is unob-
servable at t0. This means that there exist z0 ∈ X+, z0 6= 0, satisfying the
equalities:

Tθ(t0)z0 = µz0 (49a)

C(s)T(s, t0)z0 = 0, for all s ∈ [t0, t0 + θ). (49b)

Let x(t; t0, z0), t ≥ t0, t, t0 ∈ K, be the solution of the equation (11a) corre-
sponding to the initial pair (t0, z0) ∈ K×X+.

Let

[
t− t0
θ

]
be the integer part of the real number

t− t0
θ

. Implying

(12), (15), (17), (49a) we may write successively

x(t; t0, z0) =T
(
t, t0 +

[ t− t0
θ

]
θ
)
T
(
t0 +

[ t− t0
θ

]
θ, t0 +

[ t− t0
θ

]
θ − θ

)
. . .

. . .T(t0 + θ, t0)z0 = µ

[ t− t0
θ

]
T

(
t, t0 +

[ t− t0
θ

]
θ

)
z0 (50)

for all t ≥ t0, t, t0 ∈ K.
Employing again (17) together with the periodicity property of the operator-

valued function C(·) we obtain

y(t; t0, z0) =C(t)x(t; t0, z0) = µ

[ t− t0
θ

]
C(t)T

(
t, t0 +

[ t− t0
θ

]
θ
)
z0

= µ

[ t− t0
θ

]
C
(
t−

[ t− t0
θ

]
θ
)
T(t−

[ t− t0
θ

]
θ, t0)z0. (51)

From the definition of the integer part of a real number, we know that[ t− t0
θ

]
≤ t− t0

θ
<
[ t− t0

θ

]
+ 1.
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This leads to

t0 ≤ s := t−
[ t− t0

θ

]
θ < t0 + θ.

So, (49b) and (51) allow us to conclude that y(t; t0, z0) = 0, for any t ≥ t0,
t, t0 ∈ K. Since (i) holds, we deduce via Definition 4 that

lim
t→∞

x(t; t0, z0) = 0. (52)

On the other hand, from (50) one sees that (52) is true if and only if
0 ≤ µ < 1 or z0 = 0, which is in contradiction to the supposition that µ ≥ 1
and y0 6= 0. Hence, the implication (i) =⇒ (ii) is true.

Let us assume now that (ii) holds and show that (i) holds too. Let
x0 ∈ X+, x0 6= 0, with the property that

y(t; t0, x0) = C(t)x(t; t0, x0) = 0, for all t ≥ t0, t, t0 ∈ K. (53)

We have to show that lim
t→∞
||x(t)|| = 0 where x(t) = T(t, t0)x0 is the solution

of the equation (11a) corresponding to the initial pair (t0, x0) and || · || is
the norm induced by the inner product 〈·, ·〉X . Based on the assumption Hc)
a) for the continuous-time case, and the assumption Hd) b) in the discrete
time case, we may infer that

x(t) ∈ X+, for all t ≥ t0, t, t0 ∈ K. (54)

Let Z be the set of all finite sums with nonnegative coefficients formed with
the terms of the sequence {x(t0 + lθ)}l∈Z+ . So, z ∈ Z, if and only if

z =
M∑
j=1

αjx(t0 + ljθ), (55)

where αj ≥ 0 are arbitrary. In (55) the number M is not prefixed. It depends
upon z. From (54) and (55), we see that Z ⊂ X+ and it is a pointed convex
cone. We show that:

Tθ(t0)Z ⊂ Z (56a)

C(t0)Z = {0}. (56b)
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Indeed from (12), (15), (17), (55) we deduce that if z ∈ Z is arbitrary, we
have successively

Tθ(t0)z =
M∑
j=1

αjT(t0 + θ, t0)x(t0 + ljθ)

=

M∑
j=1

αjT(t0 + θ, t0)T(t0 + ljθ, t0)x0

=
M∑
j=1

αjT(t0 + (lj + 1)θ, t0)x0

=

M∑
j=1

αjx(t0 + (lj + 1)θ) ∈ Z.

This means that (56a) is true. Further, periodicity property of the operator-
valued function C(·) together with (53) yield

C(t0)z =

M∑
j=1

αjC(t0)x(t0 + ljθ)

=
M∑
j=1

αjC(t0 + ljθ)x(t0 + ljθ; t0, x0) = 0.

Thus we have shown that (56b) holds too.
Let

H+ ∆
= Cl Z

be the closure of the set Z with respect to the topology on X , induced by
the norm defined by the inner product 〈·, ·〉X . Hence H+ ⊂ X+ because X+

is a closed set. Moreover, H+ is a closed, pointed, convex cone. Further,
(56) is extended in a natural way to

Tθ(t0)H+ ⊂ H+ (57a)

C(t0)H+ = {0}. (57b)

Let
H ∆

= H+ −H+. (58)

This means that z ∈ H if and only if there exist zk ∈ H+, k = 1, 2 such that
z = z1 − z2. One sees that H ⊂ X is a closed linear subspace. Hence, the
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restriction to this subspace of the inner product 〈·, ·〉X , will induce a Hilbert
space structure on H. From (57) and (58), we deduce that

Tθ(t0)H ⊂ H.

Let T̃θ(t0) = Tθ(t0)|H be the restriction of the operator Tθ(t0) to the in-
variant subspace H. Bearing in mind (57a), we may infer that T̃θ(t0) is a
linear and positive operator on the ordered Hilbert space (H,H+). From
(58) it follows that H+ is a closed, pointed, reproducing, convex cone on H.
Employing Lemma 3.1 from [10] we may conclude that H+ is a closed, solid,
normal, reproducing, convex cone.

Let ρ̃θ be the spectral radius of the linear operator T̃θ(t0). Applying
Theorem 19.2 from [11] in the case of the positive linear and bounded oper-
ator T̃θ(t0) defined on the ordered Hilbert space H+, we obtain that there
exists x̃0 ∈ H+, x̃0 6= 0, satisfying

T̃θ(t0)x̃0 = ρ̃θx̃0. (59)

Further, we show that

C(t)T(s, t0)x̃0 = 0, for all s ∈ [t0, t0 + θ). (60)

First, let us assume that x̃0 ∈ Z. When s = t0, (60) reduces to C(t0)x̃0 = 0
which is true because of (56b). To prove (60) for s ∈ (t0, t0 + θ), we use (17)
(55) together with the periodicity property of the function C(·) and obtain:

C(s)T(s, t0)x̃0 =
M∑
j=1

αjC(s)T(s, t0)x(t0 + ljθ)

=
M∑
j=1

αjC(s+ ljθ)T(s+ ljθ, t0 + ljθ)x(t0 + ljθ)

=
M∑
j=1

αjC(s+ ljθ)x(s+ ljθ).

Further, (53) allows us to conclude that C(s)T(s, t0)x̃0 = 0 if s ∈ (t0, t0 +θ).
Thus, we have shown that (60) holds when x̃0 ∈ Z.

Finally, we may infer that (60) still holds in the case when x̃0 ∈ H+,
because Z is a dense subset included in H+. From (59) and (60), we deduce
that (µ, z0) ← (ρ̃θ, x̃0) is satisfying (49). If the statement (ii) is true, it
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follows that ρ̃θ < 1, because x̃0 ∈ X+ is a nonzero eigenvector associated
with the eigenvalue µ← ρ̃θ. Hence, there exist β ≥ 1, δ ∈ (0, 1) such that

||x(t0 + ljθ)|| = ||T̃lθ(t0)x0|| ≤ βδl||x0||

for any l ∈ Z+. Let t ≥ t0 be arbitrary l in K. We chose l ∈ Z+ with the
property that lθ ≤ t− t0 < (l + 1)θ. We have

||x(t)|| = ||T(t, t0 + lθ)x(t0 + lθ)||
≤ ||T(t, t0 + lθ)|| βδl ||x0||
≤ βδ−1δt−t01 ||T(t, t0 + lθ)|| · ||x0||, (61)

where δ1
∆
= δ1/θ ∈ (0, 1). Further, we have:

||T(t, t0 + lθ)|| ≤ eγθ, for all t ≥ t0 ∈ K, l ∈ Z+,

with γ > 0 is a constant depending upon sup
t∈K
||L(t)||. Thus, (61) becomes

||x(t)|| ≤ β1δ
t−t0
1 ||x0||, for all t ≥ t0 ∈ K, (62)

β1 = βδ−1eγθ. So, (62) gives lim
t→∞
||x(t)|| = 0. Thus, the proof ends.
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[14] V. Drăgan, T. Morozan and A.-M. Stoica, Mathematical Methods in
Robust Control of Linear Stochastic Systems, 2nd ed. New York, NY,
USA, Springer, 2013.
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