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Abstract. Despite computational superiorities, some traditional conjugate gradient 

algorithms such as Polak–Ribiére–Polyak and Hestenes–Stiefel methods generally fail to 

guarantee the descent condition. Here, in a matrix viewpoint, spectral versions of such 

methods are developed which fulfill the descent condition. The convergence of the given 

spectral algorithms is argued briefly. Afterwards, we propose an improved version of the 

nonnegative matrix factorization problem by adding penalty terms to the model, for 

controlling the condition number of one of the factorization elements. Finally, the 

computational merits of the method are examined using a set of CUTEr test problems as 

well as some random nonnegative matrix factorization models. The results typically agree 

with our analytical spectrum. 
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1. Introduction  

Scholar studies show that the introduction of conjugate gradient (CG) methods 

made a revolution in the field of numerical optimization. Requiring low memory 

and having simple iterations besides acceptable convergence, the methods have 

been extensively utilized in practical disciplines such as signal processing, 

machine learning, and neural networks training, which often appear in large-scale 

models. 

For solving the minimization problem  with a smooth real-valued 

function , here we focus on the CG methods which their search directions can be 

formulated by 
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