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Rezumat. În acest articol discutăm despre problematica detecţiei automate a 

evenimentelor în contextul sistemelor de supraveghere video. O primă etapă de analiză o 

constituie estimarea fundalului. În acest sens, am testat trei abordări diferite, astfel: 

diferenţa cadrelor succesive, media "alunecătoare" şi o estimare a filtrării mediane. 

Aceste tehnici furnizează informaţii despre schimbările survenite de la o imagine la alta 

şi sunt folosite mai departe pentru detecţia prezenţei umane în scenă. Aceasta este 

realizată folosind o abordare orientată pe contur. Contururile obiectelor sunt extrase din 

regiunile ce se modifică şi parametrizate. Silueta unei persoane va furniza o semnătură 

particulară a acestor parametri. Rezultatele experimentale realizate dovedesc potenţialul 

acestei metode pentru detecţia evenimentelor din scenă. Totuşi, acestea sunt nişte 

rezultate preliminare, reprezentând primele noastre rezultate în această direcţie. 

Abstract. In this paper we address the problem of event detection in the context of video 

surveillance systems. First we deal with background extraction. Three methods are being 

tested, namely: frame differencing, running average and an estimate of median filtering 

technique. This provides information about changing contents. Further, we use this 

information to address human presence detection in the scene. This is carried out thought 

a contour-based approach. Contours are extracted from moving regions and 

parameterized. Human silhouettes show particular signatures of these parameters. 

Experimental results prove the potential of this approach to event detection. However, 

these are our first preliminary results to this application.  

Keywords: background estimation, human detection, video surveillance, event detection 

1. Introduction 

One of the first image-processing systems has been successfully used in the years 

after 1920 to improve images submitted by transoceanic cable between London 

and New York. Although these techniques have been improved continuously, 

their true potential was revealed by using numerical computer. Technological 

progress in electronics, optics or computer engineering have increased processing 

power while lowering costs of the equipments and thus accelerating the 
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introduction of digital image processing in more and more fields of activity. 

Nowadays, if we attempt to define this new domain in the context of the actual 

technological evolution, one may say that "image processing holds the possibility 

of developing the ultimate machine that could perform the visual functions of all 

living beings" [26].  

These "possibilities" are used successfully in various applications of great interest, 

such as medical imaging to support and improve medical diagnosis, remote 

sensing to support military or civil applications, astronomy, biology, criminology, 

biometric systems, and so on. One area of wide interest, which makes the subject 

of this paper, is video surveillance. Intelligent video surveillance systems are a 

very paying industry, constantly expanding, supported on one side of the 

technological progress of the data acquisitions and transmission protocols and by 

the fast development of urban infrastructure. The existing solutions aim at 

replacing the human operator in various tasks, to increase productivity, reduce 

human and material losses, law enforcement, accident prevention, etc. 

2. Previous work 

In this paper we address two common video surveillance issues. First, we deal 

with automatic extraction of changing contents, which is related to background 

extraction techniques. Secondly, we address the problem of detecting human 

presence in the scene and discuss a contour-based approach.  

2.1. Existing background extraction techniques 

The extraction of changing contents in video sequences may be done by one of the 

following methods: frame differencing [19] [20], background subtraction and 

optical flow [17] [18] (which additionally provides motion information).  

One of the most efficient techniques and commonly adopted with the existing 

video surveillance systems performing in real-time, is background subtraction. It 

consists in lowering a reference image, denoted background, from the current 

frame or in a certain time window. The content of this image should not change 

during the video. Background is subtracted from each current frame and the image 

resulting from this operation is binarized through a thresholding approach. This 

leads to a binary mask. After improving the object shape in the binary image, 

typically done by morphological operations [10], the result is the retrieval of 

changing regions, denoted generically foreground. Ideally, this corresponds to 

moving objects from the scene. 

Although the principle of the technique is simple, the background estimation 

remains a challenge due to implementation practical aspects, e.g. slow or sudden 

change of scene illumination, camera movement (caused by wind or vibrations 
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produced by cars), changes in the background geometry (parked cars), real-time 

capabilities, etc. Background estimation must be robust to face the challenges 

above, but sensitive enough to detect all moving objects in the frame.  

According to [22] existing background subtraction techniques can be classified 

into three main categories: basic background modeling, statistical background 

modeling and background estimation. Basic background modeling use in general 

average [23] or median approaches [15][16][24], or some estimates, e.g. running 

average, approximation of median, etc. Statistical background modeling use rather 

mathematical modeling than considering background an image itself, e.g. single 

Gaussian distribution [2], Mixture of Gaussians [13] or Kernel Density Estimation 

[14]. Finally, background estimation techniques use filtering approaches inspired 

by signal processing, e.g. Kalman filtering, Wiener filtering.  

2.2. Existing human detection approaches 

Once we retrieve changing contents from the video flow, one may address the 

classification of this content. The most common application is to detect human 

presence in the scene and determine its behavior. The relevant literature 

concerning human detection can be divided into techniques which require 

background subtraction (see the previous section) and techniques that can detect 

humans directly. 

In order to detect humans, background estimation is followed by a human model 

construction which uses different features. For example, foreground object 

classification can be based on the object's shape as in [1], or using a mixture of 

texture and contour features, that attempts to locate head, hands and feet to 

identify human model [2]. The method in [1][1] uses a shape-based approach for 

classification of objects following background subtraction based on frame 

differencing. The goal is to detect the humans for threat assessment. The target 

intruder is classified as human, animal or vehicle based on the shape of its 

boundary contour. The similarity between contours is measured using the L2 

norm. In [2] it is proposed a real-time system (called Pfinder) for detecting and 

tracking humans. The background model uses a Gaussian distribution in the YUV 

space at each pixel, and the background model is continually updated. The person 

is modeled using multiple blobs with spatial and colors components and the 

corresponding Gaussian distributions. Person blob models are initialized using a 

contour detection step which attempts to locate the head, hands and feet. This 

system is geared toward finding a single human, and makes several domain-

specific assumptions and works in real-time. 

On the other hand, direct human detection techniques operate on different types of 

information extracted from image or video, e.g. motion information and shape [3], 

periodic motion [4] or shape templates [5]. In [3] detection of humans is 
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performed, directly, from static images or from video flow using a classifier 

trained on human shape and motion features. The method restricts itself to the 

case of pedestrians, i.e. humans are always in upright walking poses. Another 

example is the approach in [4] which focuses on detecting periodic motions and is 

applicable to the detection of characteristic periodic biological motion patterns, 

such as walking. The system is capable of detecting periodic human motion, but it 

also has knowledge of the period which is useful for extracting more information 

about gait, such as stride length. The system performance is real-time. [5] deals 

with the challenging scenario of a moving camera mounted on a vehicle. Shape-

based template matching is performed based on the Chamfer distance. A 

hierarchical tree of templates is constructed from a set of templates, which allows 

for efficient matching. The method also includes a Kalman filter based tracker for 

taking advantage of the temporal information for filling in missed detections. 

3. The proposed background extraction approaches 

In this paper we have tested and compared the results of three background 

extraction approaches which are presented in the sequel. 

Frame differencing. Frame differencing is the simplest technique for the 

detection of changing content. The current frame is subtracted from the previous 

frame and if the absolute difference is great than threshold Th then the pixel is 

consider as part of a moving object, thus:  
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where M(x,y)t is a binary image, M(x,y)t=1 for a moving pixel and 0 otherwise and 

I(x,y)t represents the image at time index t.  

In this case the background is always approximated with previous frame. The 

method diagram is presented in Fig. 1.  
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Fig.1. Block diagram for frame differencing. 
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This technique is very sensitive to the threshold value and cannot detect the entire 

shape of a moving object with quasi-uniform intensity. Main advantages are the 

reduced computational load, little memory space needed and it is highly adaptable 

to changes in background.  

Running average. It is a fast algorithm that constructs the background as an 

estimate of the average of the previous N frames. It estimates the background 

from only the current frame at time index t, I(x,y)t, and the previous background 

B(x,y)t-1 at time index t-1, thus: 

1),()1(),(),(  tyxBtyxItyxB   (2) 

where  is the learning ratio which determined the speed of adaptation to 

illumination variations (a common value is around 0.05). The method's diagram is 

presented in Fig. 2. 
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Fig.2. Block diagram for running average. 

Once the background is estimated, changing content (foreground) is determined 

using the same approach as for frame differencing, thus computing the binary 

image M(x,y)t: 
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where Th is a threshold. 

Approximation of median filtering.  If a pixel in the current frame has a value 

greater than the corresponding background pixel, the background pixel is 

incremented by 1. Otherwise, if the current pixel is less than the background pixel, 

the background is decremented by one. In this way, the background eventually 

converges to an estimate of the median, where half the input pixels are greater 

than the background, and half are less than the background (convergence time will 
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vary based on frame rate and amount movement in the scene.). The following 

equations describe this process: 

)1),(),(sgn(1),(),(  tyxBtyxItyxBtyxB  (4) 


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where B(x,y)t is the background estimated at time index t, sgn() represents the 

signum function defined such: sgn(x)=-1 if x<0, sgn(x)=1 if x >0, and sgn(x)=0 if 

x=0, I(x,y)t is the current frame at time index t, M(x,y)t is the binary image 

corresponding to changing content (value 1) and Th a threshold. The method 

diagram is presented in Fig. 3.  
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Fig.3. Block diagram from approximation of median filter. 

This method has the advantage of providing the accuracy of some higher-

complexity methods but with a computational complexity comparable to frame 

differencing. 

4. The proposed human detection approach 

We propose a human detection method which is based on the analysis of image 

contour structural features and background extraction. Basically, the implemented 

technique consists of two main processing steps, namely: background estimation 

and object contour parameterization. The algorithm is presented in Fig. 4 and each 

step is discussed with the following. 

Pre-processing. The first step consists of converting true color images (16 million 

color palette) to grayscale (256 values), thus: 

),(114.0),(587.0),(2989.0),( yxByxGyxRyxP   (6) 
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where (x,y) are the coordinates of the current pixel, (R,G,B) represent the Red, 

Green and Blue components and P is the resulting gray level.  

Pre-processing
Background 

subtraction

Classification
Object 

parametrization
Post-processing

Foreground 

detection

 

Fig. 4. The proposed human detection approach. 

Next, the image noise was filtered using median filtering techniques [7] to 

preserve as much as possible edge transitions in the image. Additionally, contrast 

was enhanced with histogram equalization due to its efficiency [8] [9].  All these 

pre-processes were adopted to improve contour/edge information and thus 

strengthening human silhouettes in the scene.      

Background detection. This step aims at recovering changing content from the 

video sequence, as we assume that target people are in motion. We use a median 

filtering technique (see equation 5, more details on background extraction are 

provided in Section 3).  

Post-processing. Experimental tests show that regions obtained after background 

extraction are not suited for the classification as they are, e.g. false regions are 

always present, contours are often non-uniform, etc. To enhance their appearance 

we have adopted several morphological operations. Morphological operators are 

shape oriented mathematical operations that simplify image data, preserving their 

essential shape characteristics and eliminating irrelevancies [10]. Mathematical 

morphology provides a number of important image processing operations, 

including erosion, dilation, opening and closing. All these morphological 

operators take two pieces of data as input: the input image and the structuring 

element. The structuring element consists of a pattern specified as the coordinates 

of a number of discrete points relative to some origin. It basically determines the 

precise details of the effect of the operator on the image.   

In the post-processing we have adopted the following operations: image closing 

and opening, gap filling and edge detector. By image closing we fill gulfs, 

channels and lakes smaller than the structuring element. On the contrary, image 

opening removes capes, isthmus and islands smaller than the structuring element 

[11]. Applied one after another it allows smoothing and enhancing object 

geometry.  

Additionally, objects that were on the boundary of the image and objects whose 

area is smaller than a threshold (experimentally determined) are removed. Finally, 
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we extract edges of the objects, i.e. the exterior contour. The result of the post 

processing is an image which contains only the contour of the objects that were 

candidates for being classified as human silhouettes (examples are provided in 

Section 5). 

Object parameterization. Having determined all these contours one have to 

establish whether a foreground object contains a human or not. To do so, we 

needed a procedure to characterize the human contour, to uniquely describe it. For 

this purpose, the object parameterization was introduced in the processing chain.  

We attempt to characterize each contour property with several numeric parameters 

and therefore transposing the classification problem to the classification of some 

feature vectors.  

First, we determine the gravity center of the object and then we define as its 

signature the sequence of Euclidean distances computed between the gravity 

center and each point from the object's contour. For instance, if d1 represents the 

distance between the center of gravity, denoted G(a,b), and a point from the 

contour, P(x,y), then it is given by:  

2)(2)(),(
1

ybxaGPdd   (7) 

The algorithm is illustrated in Fig. 5.  

 

Fig. 5. Example of contour signature (right graph, where d represent Euclidean 

distances and P are exterior contour points). 

5. Experimental results 

The proposed approaches have been tested on several video sequences recorded 

from different locations and from different perspectives, summing up to 1 hour of 
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footage. Each sequence was manually labeled in order to constitute a ground truth. 

In the following we present some of the experimental results. 

5.1. Background extraction results 

Fig. 6 shows the comparative results obtained by applying the three background 

estimation methods discussed in Section 3. One may observe in Fig. 6.a. that 

frame differencing method tends to detect only the outer edges of moving objects. 

This is an unwanted effect when segmenting objects with non-textured surface. 

On the other hand, moving-average method and the median filter technique 

achieve good results. Being recurrent methods they tend to introduce "ghosts" into 

the background, which are generated exclusively by moving objects. However, for 

running average, this phenomenon can be controlled with the parameter α (see 

Fig. 7). A major disadvantage of the recursive methods is the reduced degree of 

background adaptation to changes. If some objects are moving very slowly or 

even stall, they will be considered as background and kept during a long period of 

time. In what concerns the computational complexity, all three methods are 

similar, nevertheless, as expected, frame differencing is faster in the detriment of 

the quality of the resulting background.  

 

 

 
Fig.6. Foreground detection examples: 
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a. Frame differencing. 

b. Running average (α = 0.01). 
c. Median filtering. 

 

 

Fig.7. Background estimation examples (frame 177) 

 a. Frame differencing; b. Running average(α = 0.001); c. Median filter. 

Fig. 7 presents several background estimation examples with all three methods, 

thus: frame differencing (Fig. 7.a.), moving-average method (Fig. 7.b.) and the 

median filter method (Figure 7.c.).  

Considering the test database, we may conclude that median filter is the most 

reliable method, providing the smallest number of artifacts and the most proper 

background. 

5.2. Human detection results 

Several examples are depicted in Fig. 8, 9 and 10. Fig. 8 illustrates an example of 

image processing chain. As a result, we obtain the contours that are to be 

classified. We apply first image closing (see Fig. 8.a.) that emphasize the objects, 

followed by gap filling (see Fig. 8.c). As we are interested in getting the complete 

contours of the objects, we decide to eliminate the boundary objects. Due to 

previous processing steps, the car from the image touches the bottom boundary of 

the image and therefore it is removed (see Fig. 8.d.). We can now detect the 

contour of the remaining objects, depicted in Fig. 8.e.  

The goal is to detect human silhouettes; therefore, small objects are not of interest, 

so we eliminate them. The result of this last post-processing step is presented in 

Fig. 8.f.  

Fig. 9 presents several final examples of significant foreground objects (found 

inside the different colored bounding boxes). The contours of these objects are 

used further to compute the objects' signatures. 

Obtaining the object's signature is the final processing step. The data resulted 

from this step of the algorithm is used in the classification process.  

Although not identical, the human silhouette can be differenced from other objects 

using the computed signatures, as it has particular features.  
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Several examples depicted in Fig. 10 prove the potential of the proposed contour 

signature in retrieving human silhouette. However, false detections may occur. 

    

   

Fig. 8. Post-processing steps example. 

 a. Before post-processing; b. After image closing; c. After gap filling. 

d. After boundary object removal; e. After edge detection; f. After small object removal. 

 

Fig. 9. Results of the detected objects in different frames (see color boxes). 

These preliminary experimental results have shown cases where the human 

silhouettes were divided in several pieces or deformed after foreground detection 

or after post-processing (see Fig. 8 and 10). This is mainly due to the illumination 
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conditions, particular background objects that have similar color as the objects of 

interest thus making the foreground detection difficult, or false movement 

detection due to filming conditions, shadows etc. Some of these issues can be 

addressed in further work to improve the accuracy of the human detection 

algorithm. 

Fig. 10. Signatures from experimental results (shape vs. signature, one may observe that human 

signatures share some common features). 

Conclusions and future work 

In this paper we address the issue of event detection in the context of video 

surveillance systems. First, we deal with background extraction. Several methods 

are proposed. Secondly, we tackle the detection of human presence in the scene. 

We use a contour-based classification approach. Experimental tests, carried out on 

a real video surveillance database prove the potential of this approach to the 

analysis of human behavior in the scene. However, the work presented in this 

paper is part of an ongoing project. Further research and development will involve 

increasing the invariance of the methods, enlarging the feature set and deriving 

semantic descriptions. Also, the functionality of the methods shall be tested on a 

real-time environment, e.g. on the video surveillance system from the University 

”Politehnica” of Bucharest. 
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