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Abstract

This paper is devoted to the analysis of the mean-square stability
of a class of linear time-varying impulsive Itô-type stochastic systems.
We succeed to obtain necessary and sufficient stability conditions in
the general time-varying case. This result is obtained thanks to the
theory of positive operators on Hilbert spaces. The problem of state-
feedback stabilization is treated as well.
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1 Introduction

In many applications, systems are subject to some abrupt changes at certain
time moments and cannot be considered continuously. Such a phenomenon
is called the impulsive effect. More formally, impulsive systems are a class
of dynamic systems in which the state propagates according to continuous-
time dynamics except for a countable set of times at which the state can
change instantaneously. These systems are useful in representing a number
of real world applications from engineering, environmental to mathematical
finance applications [1, 4, 5, 9, 13, 16, 18, 19, 20, 22]. A privileged mathe-
matical tool used in the analysis of such systems is the theory of impulsive
differential equations. It has been extensively used in the investigation of
dynamical impulsive systems in the past several years [2, 10, 11, 12, 15, 17].
For a recent overview on the subject, one can refer to the review article [21].

In this paper, we first address the problem of mean-square stability of a
class of linear time-varying impulsive Itô-type stochastic systems. We suc-
ceed to obtain necessary and sufficient stability conditions in the general
time-varying case (i.e. without any assumption on the time-variation na-
ture of the system). This result is obtained thanks to the theory of positive
operators on Hilbert spaces. Indeed, the stability conditions are formulated
as a global existence condition for the solution of an adequately defined back-
ward jump Lyapunov differential equation. These very general conditions
allow us, when the time variation nature of the system is constrained, to
obtain several auxiliary results (viewed as particular cases), namely: the pe-
riodic case and the time invariant case. Another auxiliary result covered by
the theory developed in our paper is the case of impulsive linear time invari-
ant systems with ranged dwell-time. By specializing the obtained stability
conditions to this particular case, one can obtain necessary and sufficient
stability conditions for such a class of systems. This has to be directly com-
pared to the result obtained in [3] where only sufficient stability conditions
have been proposed.
Finally, by using the obtained stability conditions, we address the problem
of mean square stabilization (via state-feedback) of time-varying impulsive
Itô-type stochastic systems. We succeed to obtain necessary and sufficient
stabilization conditions under the linear matrix inequalities framework.
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The rest of the paper is organized as follows: in Section 2 we give the problem
setting. In Section 3, we describe a class of jump Lyapunov-type differential
equations that play a key role for the stability analysis. In Section 4 we
state our main results regarding the stability analysis problem. Section 5 is
devoted to the state-feedback stabilization problem.

2 Model description and the problem setting

Let us consider the controlled system having the state-space representation
described by:

dx(t) = A0(t)x(t)dt+A1(t)x(t)dw(t), kh < t ≤ (k + 1)h (1a)

x(kh+) = A0(k)x(kh) + B0(k)u(k) + wd(k)(A1(k)x(kh) + B1(k)u(k))
(1b)

k ∈ Z+ = {0, 1, 2, . . .}, h > 0 being a given constant, where x(t) ∈ Rn is the
vector of the state parameters and u(k) ∈ Rm are the control parameters.
In (1a) {w(t)}t≥0 is a 1-dimensional standard Wiener process defined on the
probability space (Ω,F,P) and {wd(k)}k∈Z+ is a sequence of independent
random variables with zero mean and variance 1.

We assume that {w(t)}t≥0 and {wd(k)}k∈Z+ are independent stochastic
processes.

Foe each t > 0, Ft ⊂ F stands for the σ−algebra generated by the
random variables w(s), 0 ≤ s ≤ t and wd(k), 0 ≤ kh < t. For t = 0,
F0 is the σ−algebra consisting of ∅ and Ω. For each t ≥ 0, we assume
that Ft is augmented by all subsets A ∈ F with P(A) = 0. If [a, b] ⊂ R+

is an interval, we denote L2
F{[a, b],Rd} the linear space of the measurable

stochastic processes v : [a, b]× Ω→ Rd with the property:

(a) for each t ∈ [a, b], v(t) is Ft−measurable;

(b) E

[
b∫
a
|v(t)|2dt

]
<∞.

Throughout the paper E[·] denotes the mathematical expectation. Based on
Theorem 1.6.1 from [7] one proves that L2

F{[a, b],Rd} is a real Hilbert space
with respect to the inner product

〈v1(·), v2(·)〉 = E

 b∫
a

v>1 (t)v2(t)dt

 ,



48 V. Drăgan et all.

for all v1(·), v2(·) ∈ L2
F{[a, b],Rd}. One sees that the control parameters act

to the system (1) only at the instances tk = kh, k ∈ Z+. This is why, the
system of type (1) will be called impulsive controlled linear stochastic system
(ICLSS) and the time instances tk = kh will be called impulsive times.

If t0 ∈ R+ we denote k(t0) the integer which is related by t0 through the
condition

k(t0) = 1 + [
t0
h

]. (2)

Hence we have
(k(t0)− 1)h ≤ t0 < k(t0)h.

We denote Uad(t0) the set of the sequences of random vectors u = {u(k)}k≥k(t0)

with the properties:

(a) for each k ≥ k(t0), u(k) : Ω→ Rm are random vectors Fkh−measurable;

(b) E
[
|u(k)|2

]
<∞.

Regarding the solutions of the system (1) one may prove:

Proposition 1. Assume that Aj(·) : R+ → Rn×n, j = 0, 1, are bounded
and continuous matrix valued functions. Let t0 ∈ R+ and x0 : Ω → Rn
be a random vector Ft0−measurable such that E[|x0|2] < ∞. Under these
conditions for each u = {u(k)}k≥k(t0) the ICLSS (1) has a unique solution
x(t) = x(t; t0, x0,u) which has the properties:

(a) t→ x(t) is continuous with probability 1 in any t ≥ t0, t 6= kh and it is
left continuous with probability 1 in any t = kh, k ≥ k(t0);

(b) x(·) ∈ L2
F{[t0, T ],Rn} for all T > t0;

(c) x(t0) = x0 and lim
t↘kh

x(t) = x(kh+) a.s. for all k ≥ k(t0).

Proof. One may apply Theorem 1.1 from Chapter 5 of [8] or Theorem 5.2.1
of [14] first on the interval [t0, k(t0)h] taking x0 as initial condition and next
for each interval [kh, (k + 1)h] when k ≥ k(t0) taking x(kh+) provided by
(1b), as initial condition. From (1b) one sees that x(kh+) is measurable
with respect to the σ−algebra Fkh ∨ σ(wd(k)) ⊂ Ft, for all t > kh.

If in (1) we take Bj(k) = 0, k ∈ Z+, j = 0, 1, we obtain the following
jump stochastic linear differential equation (JSLDE):

dx(t) = A0(t)x(t)dt+A1(t)x(t)dw(t), kh < t ≤ (k + 1)h (3a)

x(kh+) = (A0(k) + wd(k)A1(k))x(kh), k ∈ Z+. (3b)
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Since the solutions of the JSLDE (3) may be viewed as solutions of the
ICLSS (1) when u(k) = 0, k ∈ Z+, it follows that the result stated in
Proposition 1 may be applied in the case of the solution x(·; t0, x0) of the
JSLDE (3). Now, we introduce the following definitions which help us to
state the problems investigated in this work.

Definition 1. We say that JSLDE (3) is exponentially stable in mean square
(ESMS) if there exist two constants β ≥ 1, α > 0 with the property that its
solutions x(·; t0, x0) are satisfying:

E[|x(t; t0, x0)|2] ≤ βe−α(t−t0)|x0|2, (4)

for all t ≥ t0 ≥ 0, x0 ∈ Rn.

Definition 2. We say that the ICLSS (1) is mean square stabilizable by a
linear state feedback, if there exists a sequence of matrices {F (k)}k∈Z+ ⊂
Rm×n with the property that the closed-loop JSLDE

dx(t) = A0(t)x(t)dt+A1(t)x(t)dw(t), kh < t ≤ (k + 1)h (5a)

x(kh+) = [A0(k) + B0(k)F (k) + wd(k)(A1(k) + B1(k)F (k))]x(kh), k ∈ Z+

(5b)

is ESMS.

Our aim is to provide necessary and sufficient conditions which guarantee
the fact that a JSLDE of type (3) is ESMS. Then, using the criteria obtained
for exponential stability in mean square of a JSLDE, we shall derive criteria
for mean-square stabilizability by state feedback of a ICLSS of type (1).
At the end of this section we display two important particular cases of an
ICLSS (1) and of a JSLDE (3).

(i) The periodic case.

Definition 3. We say that an ICLSS of type (1) is in the periodic case if
the following conditions are simultaneously fulfilled:

(a) there exist a real number θc > 0 with the property that Aj(t+θc) = Aj(t),
for all t ∈ R+, j = 0, 1;

(b) there exists an integer number θd ≥ 1 such that Aj(k+θd) = Aj(k) and
Bj(k + θd) = Bj(k), for all k ∈ Z+, j = 0, 1;

(c) θc
hθd

is a rational number.
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(ii) The time invariant case.

Definition 4. We say that an ICLSS as (1) is time invariant if Aj(t) =
Aj ∈ Rn×n for all t ∈ R+, j = 0, 1 and Ai(k) = Ai ∈ Rn×n, Bi(k) = B ∈
Rn×m for all k ∈ Z+, i = 0, 1.

Remark 1. (a) If the condition (c) from Definition 3 is satisfied then there
exist two coprime natural numbers p̃ ≥ 1 and q̃ ≥ 1 such that

θc
hθd

=
p̃

q̃
. (6)

In this case we can take

θ̃
∆
= q̃θc = p̃hθd (7a)

k̃
∆
= p̃θd. (7b)

(b) In the time invariant case we may take θc = h and θd = 1 because a
constant function can be viewed as a periodic function of an arbitrary
period and a constant sequence can be viewed as a periodic sequence of
period θd = 1. In this case (7) yields

θ̃ = h (8a)

k̃ = 1. (8b)

(c) One may prove that if the ICLSS (1) is periodic in the sense of the
Definition 3, then it is stabilizable in mean square if and only if there
exist a sequence of feedback gains {f(k)}k∈Z+ for which the closed-

loop system (5) is ESMS and additionally F (k + k̃) = F (k), for all
k ∈ Z+, k̃ being defined in (7b). Particularly, if the ICLSS is time
invariant, then it is stabilizable in mean square if and only if there
exists a constant sequence of feedback gains for which the corresponding
closed-loop system of type (5) is ESMS.

3 A deterministic jump matrix linear differential
equation associated to a jump stochastic linear
differential equation

In this section, we associate a deterministic jump matrix linear differen-
tial equation (JMLDE) to a jump stochastic linear differential equation of
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type (3). Further, to the obtained JMLDE we associate a discrete-time
linear equation DTLE with positive evolution on an ordered Hilbert space.
Employing the criteria derived in Chapter 2 from [6] for the exponential
stability of a DTLE with positive evolution we can derive useful criteria for
exponential stability in mean square of a JSLDE of type (3).

Let x(t) = x(t; t0, x0) be an arbitrary solution of (3) where x0 is an
n−dimensinal random vector Ft0−measurable with E[|x0|2] < ∞. We set

Y (t)
∆
= E[x(t)x>(t)]. Applying Itó formula on each interval [kh, (k+ 1)h] we

obtain that t → Y (t) solves the following deterministic jump matrix linear
differential equation:

Ẏ (t) = L(t)[Y (t)], kh < t ≤ (k + 1)h (9a)

Y (kh+) = E[x(kh+)x>(kh+)], k ≥ k(t0), (9b)

where Y → L(t)[Y ] : Sn → Sn is the linear operator defined by

L(t)[Y ] = A0(t)Y + Y A>0 (t) +A1(t)Y A>1 (t). (10)

Here and in the sequel Sn is the linear space of symmetric matrices of di-
mension n× n.

To obtain an explicit formula of the right hand side of (9b) we remark
that σ(wd(k)) is independent of the σ−algebra Fkh. Using (3b) we obtain
that

E[x(kh+)x>(kh+)] = E[E[(A0(k) + wd(k)A1(k))x(kh)x>(kh)

· (A0(k) + wd(k)A1(k))>|Fkh]]

= A0(k)E[x(kh)x>(kh)]A>0 (k) +A1(k)E[x(kh)x>(kh)]A>1 (k)

=

1∑
j=0

Aj(k)Y (kh)A>j (k). (11)

From (9a) and (11) we may conclude that Y (t)
∆
= E[x(t)x>(t)] solves the

following problem with given initial values (IVP):

Ẏ (t) = L(t)[Y (t)], kh < t ≤ (k + 1)h (12a)

Y (kh+) =
1∑
j=0

Aj(k)Y (kh)A>j (k), k ≥ k(t0), (12b)

Y (t0) = E[x0x
>
0 ]. (12c)
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Remark 2. Using the JMLDE (12a), (12b) we may consider the following
IVP on Sn :

Ẏ (t) = L(t)[Y (t)], kh < t ≤ (k + 1)h (13a)

Y (kh+) =
1∑
j=0

Aj(k)Y (kh)A>j (k), k ≥ k(t0), (13b)

Y (t0) = H (13c)

where (t0, H) ∈ R+×Sn are arbitrary and k(t0) ∈ Z+ is associated to t0 via
(2).

We recall that the vector space Sn equipped with the inner product

〈X1, X2〉
∆
= Tr[X1X2], (14)

for all X1, X2 ∈ Sn becomes a real Hilbert space. In (14), Tr[·] denotes the
trace operator. On Sn one considers the ordering relation � induced by the
convex cone

S+
n = {X ∈ Sn | X ≥ 0}.

Here X ≥ 0 means that X is a positive semidefinite matrix. By direct
calculation one obtains that the adjoint L∗(t) with respect to the inner
product (14) of the operator L(t) introduced via (10) is:

L∗(t)[Z] = A>0 (t)Z + ZA0(t) +A>1 (t)ZA1(t), (15)

for all Z ∈ Sn.

Definition 5. We say that the JMLDE (13) is exponentially stable if there
exist the constants β ≥ 1, α > 0 with the property that its solutions Y (·; t0, H)
satisfy

‖Y (t; t0, H)‖ ≤ βe−α(t−t0)‖H‖, (16)

for all t ≥ t0 ≥ 0, H ∈ Sn.

In (16), ‖·‖ is the Euclidian norm of a symmetric matrix. The next result
highlights the equivalence between the property of ESMS of the JSLDE (3)
and the exponential stability of the accompanying JMLDE (13).

Proposition 2. If Aj(·) : R+ → Rn×n, j = 0, 1, are bounded and continuous
matrix valued functions and {Aj(k)}k∈Z+ ⊂ Rn×n, j = 0, 1, are bounded
matrix valued sequences, then the following are equivalent:
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(i) the JSLDE (3) is ESMS;

(ii) the accompanying JMLDE (13) is exponentially stable.

Proof. See Appendix A.

Let T(t, t0) be the linear evolution operator defined on Sn by the linear
differential equation

Ẋ(t) = L(t)[X(t)]. (17)

By definition,
T(t, t0)[X0] = X(t; t0, X0),

for all t, t0 ∈ R+, X0 ∈ Sn, X(·; t0, X0) being the solution of the differential
equation (17) with the initial condition

X(t0; t0, X0) = X0.

Applying Theorem 2.6.1 from [7] in the special case of the linear differential
equation (17) defined on the ordered Hilbert space (Sn,S+

n ) we have:

Corollary 1. The linear operator T(t, t0) and its adjoint operator T∗(t, t0)
are positive operators on the ordered space (Sn,S+

n ), that is

T(t, t0)[S+
n ] ⊂ S+

n

and
T∗(t, t0)[S+

n ] ⊂ S+
n

for all t ≥ t0.

Let Y (·) be a solution of the JMLDE (13). From (13a) we deduce that

Y ((k + 1)h) = T((k + 1)h, kh)[Y (kh+)].

Substituting Y (kh+) in the previous equality, we deduce that the matrix
valued sequence {Zk}k∈Z+ defined by Zk := Y (kh) for all k ∈ Z+ (for which
kh is in the domain of definition of the solution Y (·)), solves the following
discrete-time linear equation (DTLE):

Zk+1 = Ld(k)[Zk] (18)

where Z → Ld(k)[Z] : Sn → Sn is described by

Ld(k)[Z] =
1∑
j=0

T((k + 1)h, kh)[Aj(k)ZA>j (k)], (19)

for all Z ∈ Sn. Often the DTLE (18)-(19) will be named the accompanying
DTLE associated to the JMLDE (13).
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Definition 6. We say that the DTLE (18) is exponentially stable if there
exist γ ≥ 1, δ ∈ (0, 1) with the property that the solutions {Zk}k≥k0 of (18)
are satisfying

‖Zk‖ ≤ γδk−k1‖Zk1‖, (20)

for all k ≥ k1 ≥ k0 ≥ 0.

The next result highlights the equivalence between the exponential sta-
bility of JMLDE (13) and its accompanying DTLE (18)-(19).

Proposition 3. Under the assumption of Proposition 2 the following are
equivalent:

(i) the JMLDE (13) is exponentially stable;

(ii) the accompanying DTLE (18)-(19) is exponentially stable.

Proof. See Appendix B.

Remark 3. (a) Combining the results proved in Proposition 2 and Propo-
sition 3 we deduce that we can obtain criteria for exponential stability
in mean square for a JSLDE (3) based on the criteria for exponential
stability of the accompanying DTLE (18)-(19).

(b) Employing the properties of the trace operator we obtain that the adjoint
operator with respect to the inner product (14) of the linear operator
Ld(k) defined in (19) is given by

L∗d(k)[Z] =
1∑
i=0

A>i (k)T∗((k + 1)h, kh)[Z]Ai(k), (21)

for all Z ∈ Sn. From Corollary 1 we may infer that both Ld(k)[·] as
well as its adjoint L∗d(k)[·] are positive operators on the ordered Hilbert
space (Sn,S+

n ). Hence, criteria for exponential stability of the DTLE
(18)-(19) can be derived from Theorem 2.4, Theorem 2.5 and Theorem
2.7 from [6].

(c) If the JSLDE (3) is periodic in the sense of Definition 3 (written for
Bi(k) = 0, i = 0, 1, k ∈ Z+) then the sequence {Ld(k)}k∈Z+ is a

periodic sequence of period k̃, where k̃ is introduced via (7b). Indeed
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(19) and (7) give

Ld(k + k̃)[Z] =
1∑
i=0

T((k + 1)h+ q̃θc, kh+ q̃θc)[Ai(k + p̃θd)ZA>i (k + p̃θd)]

=

1∑
i=0

T((k + 1)h, kh)[Ai(k)ZA>i (k)]

= Ld(k)[Z]

for all k ∈ Z+, Z ∈ Sn.

(d) If the JSLDE (3) is time invariant in the sense of Definition 4 (written
for Bi(k) = 0, i = 0, 1, k ∈ Z+) then the sequence of linear operators
{Ld(k)}k∈Z+ introduced via (19) is a constant sequence. In this case,
(19) reduces to

Ld(k)[Z] =

1∑
i=0

eLh[AiZA>i ]
∆
= Ld[Z] (22)

for all Z ∈ Sn.

4 Criteria for exponential stability in mean square
of a jump stochastic linear differential equation

4.1 The general time-varying case

Proceeding according to Remark 3 (a) we obtain:

Theorem 1. Under the assumptions of Proposition 2, the following are
equivalent:

(i) the JSLDE (3) is ESMS;

(ii) for each bounded and piecewise continuous matrix valued function H(·) :
R+ → S+

n and each matrix valued sequence {Q(k)}k∈Z+ ⊂ S+
n with the

property that
0 ≺ µ1In � Q(k) � µ2In (23)

for all k ∈ Z+, the non-homogeneous backward jump Lyapunov differ-
ential equation:

− Ẏ (t) = L∗(t)[Y (t)] +H(t), kh ≤ t < (k + 1)h (24a)

Y (kh−) =

1∑
i=0

A>i (k)Y (kh)Ai(k) +Q(k), k ∈ Z+, (24b)
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has a unique bounded solution Y (·) : R+ → S+
n with the property that

there exist positive constants νk such that

0 ≺ ν1In � Y (t) � ν2In (25)

for all t ∈ R+;

(iii) there exists a bounded and piecewise continuous function H̃(·) : R+ →
S+
n and a matrix valued sequence {Q̃(k)}k∈Z+ such that

0 ≺ µ1In � Q̃(k) � µ2In, k ∈ Z+

with the property that the corresponding non-homogeneous backward
Lyapunov differential equation of type (24) has a unique bounded so-
lution Ỹ (·) : R+ → S+

n such that

0 ≺ ν1In � Ỹ (t) � ν2In,

for all t ∈ R+;

(iv) there exists a function Z(·) : R+ → S+
n with the properties:

(α) 0 ≺ γ1In � Z(t) � γ2In, for all t ∈ R+;

(β) Z(·) is differentiable on any interval (kh, (k + 1)h) ⊂ R+ and it
is right continuous in each t = kh, k ∈ Z+;

(γ) Z(·) solves the backward jump Lyapunov differential inequality:

Ż(t) + L∗(t)[Z(t)] � 0, kh ≤ t < (k + 1)h (26a)

1∑
i=0

A>i (k)Z(kh)Ai(k)− Z(kh−) � −γ3In, k ∈ Z+. (26b)

Proof. The implication (ii) ⇒ (iii) and the equivalence (iii) ⇔ (iv) are
straightforwardly obtained.

We prove (i) ⇒ (ii). If (i) holds, then combining Proposition 2 and
Proposition 3 we deduce that the DTLE (18)-(19) is exponentially sta-
ble. Let H(·) : R+ → S+

n be a bounded and piecewise continuous matrix
valued function. Let, also, {Q(k)}k∈Z+ be an arbitrary matrix valued se-
quence which is satisfying (23). We consider the discrete-time backward
non-homogeneous equation

Zk = L∗d(k)[Zk+1] + Ξk (27)
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where

Ξk
∆
= Q(k) +

1∑
i=0

A>i (k)

(k+1)h∫
kh

T∗(s, kh)[H(s)]dsAi(k). (28)

Invoking again the Corollary 1 we may conclude that

(k+1)h∫
kh

T∗(s, kh)[H(s)]ds � 0

because S+
n is a convex closed cone. Furthermore we have that

0 ≺ µ̂1In � Ξk � µ̂2In,

for all k ∈ Z+ for some positive constants µ̂j , j = 1, 2.
The implication (i)⇒ (v) from Theorem 2.4 [6] applied in the case of the

equation (27) allows us to deduce that this equation has a solution {Z̃k}k∈Z+

which is uniformly positive and bounded, that is, there exist positive con-
stants cj such that

0 ≺ c1In � Z̃k � c2In, (29)

for all k ∈ Z+. We define Y (·) : R+ → Sn as:

Y (t)
∆
= T∗((k + 1)h, t)[Z̃k+1] +

(k+1)h∫
t

T∗(s, t)[H(s)]ds (30)

if kh ≤ t < (k+1)h, k ∈ Z+. From (30) one sees that Y (·) is differentiable on
each interval (kh, (k + 1)h) and satisfies (24a) on each such interval. From
(21), (27), (28) and (30) written for t = kh, we obtain:

Z̃k =

1∑
i=0

A>i (k)Y (kh)Ai(k) +Q(k), k ∈ Z+. (31)

On the other hand from (30) written for t ∈ [(k − 1)h, kh), we obtain that

Y (kh−)
∆
= lim

t→kh
t<kh

Y (t) = Z̃k.

So, (31) becomes

Y (kh−) =
1∑
i=0

A>i (k)Y (kh)Ai(k) +Q(k),
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which confirms the fact that Y (·) introduced via (30) solves (24). Employing
Corollary 2.1.7 (i) together with Theorem 2.6.1 (ii) from [7], we obtain via
(23) and (30) that

Y (t) � µ̌1In � 0,

for all t ∈ R+. On the other hand (23) together with (30) allows us to
conclude that under the considered assumptions there exists a constant µ̌2

such that

Y (t) � µ̌2In,

for all t ∈ R+. Hence, Y (·) defined in (30) is an uniform positive and bounded
solution of (24) defined on the whole semiaxis R+. So the proof of implication
(i)⇒ (ii) is complete.

Let us prove now the implication (iii)⇒ (i). Assume that for a piecewise
continuous and bounded function H̃(·) : R+ → S+

n and a bounded matrix
valued sequence Q̃(k), k ∈ Z+ satisfying a constraint of type (23), the non-
homogeneous backward jump Lyapunov differential equation of type (24)
has a unique and bounded solution Ỹ (·) : R+ → S+

n which is satisfying the
constraints

0 ≺ µ̃1In � Ỹ (t) � µ̃2In,

for all t ∈ R+. By direct calculation one shows that the matrix valued se-

quence {Z̃k}k∈Z+ defined by Z̃k
∆
= Ỹ (kh), k ∈ Z+ solves a non-homogeneous

discrete-time backward equation of type (27) - (28) and satisfies constraints
of the form (29). Invoking the implication (vi) ⇒ (i) from Theorem 2.4
in [6], we deduce that the DTLE (18)-(19) is exponentially stable. Then,
Proposition 3 and Proposition 2 confirm the exponential stability in mean
square of the JSLDE (3). Thus the proof ends.

Remark 4. Although Theorem 1 provides necessary and sufficient condi-
tions for the exponential stability in mean square of a JSLDE of type (3)
they are difficult to be applied because they ask for some global solutions of
some jump matrix linear differential equations on unbounded time intervals.
That is why, it remains as a challenge for future research the finding of some
conditions easier feasible for testing the property of ESMS of a JSLDE (3)
in the general time-varying case.

4.2 The periodic case

Theorem 2. Assume that the JSLDE (3) is in the periodic case in the sense
of Definition 3. Under these conditions the following are equivalent:
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(i) the JSLDE (3) is ESMS;

(ii) for each continuous and periodic function of period θc, H(·) : R+ →
S+
n , and for each matrix valued sequence {Q(k)}k∈Z+ ⊂ S+

n with the

property Q(k + k̃) = Q(k) � 0, for all k ∈ Z+, the corresponding
non-homogeneous backward jump Lyapunov equation of type (24) has
a unique bounded solution Y (·) : R+ → S+

n . Additionally, this solution
is a periodic function of period θ̃ and satisfies Y (t) � 0 (θ̃ and k̃ being
as in (7));

(iii) there exists a continuous and periodic function of period θc, H̃(·) :
R+ → S+

n and a matrix valued sequence {Q̃(k)}k∈Z+ with the property
that

Q̃(k + k̃) = Q̃(k) � 0

for all k ∈ Z+ such that the corresponding non-homogeneous jump
Lyapunov equation (24) has a unique bounded solution Ỹ (·) : R+ →
S+
n . This solution is a periodic function of period θ̃ and satisfies Ỹ (t) �

0, t ∈ R+;

(iv) there exists a function Z(·) : R+ → S+
n having the properties:

(α) Z(·) is a periodic function of period θ̃;

(β) 0 ≺ γ1In � Z(t) � γ2In, for all t ∈ R+, for some positive con-
stants γj , j = 1, 2;

(γ) Z(·) is differentiable on any interval (kh, (k+1)h) ⊂ R+ and right
continuous in each t = kh, k ∈ Z+;

(δ) Z(·) solves the backward jump Lyapunov differential inequality:

Ż(t) + L∗(t)[Z(t)] � 0, kh ≤ t < (k + 1)h (32a)

1∑
i=0

A>i (k)Z(kh)Ai(k)− Z(kh−) � 0, 0 ≤ k ≤ k̃− 1; (32b)

Z(k̃h) = Z(0); (32c)

(v) for each continuous and θc−periodic matrix valued function H(·) : R+ →
S+
n and any matrix valued sequence {Q(k)}k∈Z+ having the properties

from (ii) the non-homogeneous forward jump Lyapunov differential
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equation

Ẋ(t) = L(t)[X(t)] +H(t), kh < t ≤ (k + 1)h (33a)

X(kh+) =

1∑
i=0

Ai(k)X(kh)A>i (k) +Q(k), k ∈ Z+ (33b)

has a unique bounded solution X(·) : R+ → S+
n . This solution is a

periodic function of period θ̃ and satisfies X(t) � 0, for all t ∈ R+;

(vi) there exists a continuous and θc−periodic matrix valued function H̃ :
R+ → S+

n and a matrix valued sequence {Q̃(k)}k∈Z+ as in (iii) for
which the corresponding non-homogeneous forward jump Lyapunov dif-
ferential equation (33) has a unique bounded solution X̃(·) : R+ → S+

n

which is a periodic function of period θ̃ and satisfies X̃ � 0, for all
t ∈ R+;

(vii) there exists a function Z̃(·) : R+ → S+
n having the properties:

(α’) Z̃(·) is a periodic function of period θ̃;

(β’) 0 ≺ γ̂1In � Z̃(t) � γ̂2In, for all t ∈ [0, θ̃], for some positive
constants γ̂j , j = 1, 2;

(γ’) Z̃(·) is differentiable on any interval (kh, (k + 1)h) and it is left
continuous in each t = kh, 0 < k ≤ k̃;

(δ’) Z̃(·) solves the following forward Lyapunov differential inequality
with jumps:

L(t)[Z̃(t)]− ˙̃Z(t) � 0, kh < t ≤ (k + 1)h (34a)

1∑
i=0

Ai(k)Z̃(kh)A>i (k)− Z̃(kh+) ≺ 0, 0 ≤ k ≤ k̃− 1; (34b)

Z̃(k̃h) = Z̃(0). (34c)

Proof. The implications (ii) ⇒ (iii), (v) ⇒ (vi) as well as the equivalences
(iii) ⇔ (iv) and (vi) ⇔ (vii), respectively, are straightforward. The proofs
of the implications (i) ⇒ (ii), (iii) ⇒ (i), (i) ⇒ (v) and (vi) ⇒ (i) follows
the same line as the proofs performed for the implications (i) ⇒ (ii) and
(iii)⇒ (i) from the Theorem 1.

Remark 5. Since the criteria for testing the property of ESMS provided
by Theorem 2 are based on the existence of some periodic uniform positive
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definite solutions of some jump Lyapunov differential equations or jumps
Lyapunov differential inequalities, to check if such solutions exist, may be
used already existing numerical procedures for the calculus of periodic solu-
tions (see for example Section 3.4 in [3]).

4.3 The time-invariant case

Theorem 3. Assume that the JSLDE (3) is time-invariant (in the sense of
Definition 4 written for the case Bi = 0, i = 0, 1). Under these conditions
the following are equivalent:

(i) the JSLDE (3) is ESMS;

(ii) for any H ∈ S+
n and Q � 0 the non-homogeneous backward matrix

Lyapunov differential equation with jumps:

− Ẏ (t) = A>0 Y (t) + Y (t)A0 +A>1 Y (t)A1 +H, kh ≤ t < (k + 1)h

(35a)

Y (kh−) =

1∑
i=0

A>i Y (kh)Ai +Q, k ∈ Z+ (35b)

has a unique bounded solution Y (·) : R+ → S+
n . This solution is a

periodic function of period h and satisfies Y (t) � 0, for all t ∈ R+;

(iii) there exists H̃, Q̃ in S+
n such that Q̃ � 0 with the property that the

corresponding non-homogeneous backward matrix Lyapunov equation
with jumps of type (35) has a unique bounded solution Ỹ (·) : R+ → S+

n .
This solution is a periodic function of period h and satisfies Ỹ (t) � 0,
t ∈ R+;

(iv) there exists a function Z(·) : [0, h]→ S+
n with the properties:

(α) Z(·) is periodic of period h;

(β) Z(·) is differentiable on (0, h) and right continuous in t = 0;

(γ) Z(·) solves the matrix Lyapunov differential inequality with jumps:

Ż(t) +A>0 Z(t) + Z(t)A0 +A>1 Z(t)A1 � 0, 0 ≤ t < h (36a)

1∑
i=0

A>i Z(0)Ai − Z(h−) ≺ 0; (36b)
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(v) for any H, Q from S+
n with Q � 0, the non-homogeneous forward matrix

Lyapunov differential equation with jumps:

Ẋ(t) = A0X(t) +X(t)A>0 +A1X(t)A>1 +H, kh < t ≤ (k + 1)h

(37a)

X(kh+) =

1∑
i=0

AiX(kh)A>i +Q, k ∈ Z+ (37b)

has a unique bounded solution X(·) : R+ → S+
n which is a periodic

function of period h and satisfies X(t) � 0, for all t ∈ R+;

(vi) there exist matrices H̃, Q̃ in S+
n with Q̃ � 0 such that the corresponding

non-homogeneous forward matrix Lyapunov differential equation with
jumps of type (37) has a unique bounded solution X̃(·) : R+ → S+

n .
This solution is a periodic function of period h and satisfies the sign
condition X̃(t) � 0, t ∈ R+;

(vii) there exists a function Z̃(·) : [0, h]→ Sn with the properties:

(α’) Z̃(·) is a periodic function of period h, satisfying Z̃(t) � 0;

(β’) Z̃(·) is differentiable on (0, h) and left continuous in t = h;

(γ’) Z̃(·) solves the linear matrix differential inequality with jumps:

− ˙̃Z(t) +A0Z̃(t) + Z̃(t)A>0 +A1Z̃(t)A>1 � 0, 0 < t ≤ h; (38a)

1∑
i=0

AiZ̃(h)A>i − Z̃(0+) ≺ 0. (38b)

Proof. The proof follows the line of the previous theorems.

5 Mean square stabilizability

In this section we shall use the criteria for exponential stability in mean-
square for a JSLDE derived in Section 4 to provide necessary and sufficient
conditions which allows us to test if an impulsive controlled linear stochastic
system (ICLSS) of type (1) is stabilizable in mean-square by linear state
feedback.
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5.1 The general time-varying case

Based on the equivalences proved in Theorem 1 applied in the case of the
resulting system (5), we obtain:

Theorem 4. Assume:

(a) Aj(·) : R+ → Rn×n, j = 0, 1 are bounded and continuous matrix valued
functions;

(b) {Aj(k)}k∈Z+ ⊂ Rn×n, {Bj(k)}k∈Z+ ⊂ Rn×m, j = 0, 1, are bounded
matrix valued sequences.

Under these conditions, the following are equivalent:

(i) the ICLSS (1) is mean square stabilizable by linear state feedback;

(ii) there exists a function Y (·) : R+ → S+
n and the matrices Zd(k) ∈ S+

n ,
K(k) ∈ Rm×n, k ∈ Z+ satisfying

0 ≺ c1In � Y (t) � c2In (39)

and solving the following system of linear matrix inequalities(
Ẏ (t) +A0(t)Y (t) + Y (t)A>0 (t) Y (t)A>1 (t)

A1(t)Y (t) −Y (t)

)
� −c3I2n,

kh ≤ t < (k + 1)h (40a) −Zd(k) ∗ ∗
A0(k)Zd(k) + B0(k)K(k) −Y (kh) 0
A1(k)Zd(k) + B1(k)K(k) 0 −Y (kh)

 � −c4I3n (40b)

Y (kh−) = Zd(k), k ∈ Z+ for some cj , j = 1, 2, 3, 4 positive constants.

If the triple (Y (·), {Zd(k)}k∈Z+ , {K(k)}k∈Z+) is a solution of (40),
then the matrices F (k) defined by

F (k) := K(k)Z−1
d (k), k ∈ Z+ (41)

have the property that the corresponding resulting system of type (5)
is ESMS.

Proof. Employing the equivalence (i) ⇔ (ii) from Theorem 1 in the case
of the resulting system (5), taking H(t) = In, Q(k) = In, for all (t, k) ∈
R+ × Z+ we deduce that a control law of type u(k) = F (k)x(kh), k ∈
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Z+ stabilizes the ICLSS (1) if and only if the non-homogeneous backward
Lyapunov differential equation with jumps

Ẋ(t) + L∗(t)[X(t)] + In = 0, kh ≤ t < (k + 1)h (42a)

Y (kh−) =
1∑
i=0

(Ai(k) + Bi(k)F (k))>X(kh)(Ai(k) + Bi(k)F (k)) + In, k ∈ Z+

(42b)

has a unique global solution X(·) : R+ → S+
n satisfying

0 ≺ γ̃1In � X(t) � γ̃2In, (43)

for all t ∈ R+, with γ̃j , j = 1, 2, are positive constants. From (42b), (43)
one gets

In ≺ X(kh−) � γ̃3In, (44)

for all k ∈ Z+. Further, the Schur complement technique together with (39)
and (40a), yield(

Ẋ(t) +A>0 (t)X(t) +X(t)A0(t) A>1 (t)
A1(t) −X−1(t)

)
� −γI2n,

for all t ∈ R+, for some γ > 0. Pre and post-multiplying the last inequality
by diag{X−1(t), In} and setting Y (t) := X−1(t) we obtain that (42a) is
equivalent to(

−Ẏ (t) +A0(t)Y (t) + Y (t)A>0 (t) Y (t)A>1 (t)
A1(t)Y (t) −Y (t)

)
� −ξI2n, (45)

for all t ∈ R+, for some ξ > 0. Thus (45) allows us to deduce that (42a) is
equivalent to a matrix inequality of type (40a) with c3 = ξ.

Using again the Schur complement technique we deduce that (42b) is
equivalent to −X(kh−) ∗ ∗

A0(k) + B0(k)F (k) X−1(kh) 0
A1(k) + B1(k)F (k) 0 −X−1(kh)

 � −ξ1I3n.

Pre and past-multiplying the last matrix inequality by diag{X−1(kh), In, In}
we obtain via (44) that −Zd(k) ∗ ∗

A0(k)Zd(k) + B0(k)K(k) −Y (kh) 0
A1(k)Zd(k) + B1(k)K(k) 0 −Y (kh)

 � −ξ̂2I3n, (46)
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where we have denoted Zd(k) := X−1(kh−), K(k) := F (k)X−1(kh−), k ∈
Z+. Comparing (46) and (40b) we may conclude that (40b) is equivalent
to (42b). Hence, the system of inequalities (40) provides a set of necessary
and sufficient conditions for the stabilizability of ICLSS (1). Moreover, the
stabilizing matrices are provided by (41). Thus the proof is complete.

Remark 6. a) As in the case analysed in Theorem 1, the necessary and
sufficient condition derived in Theorem 4 is also difficult to apply because
it is based on the computation of the solution of a Lyapunov differential
equation/inequation on an unbounded interval. It remains as a challenge for
future research, the finding of some sufficient conditions for stabilizability of
an ICLSS (1) in the general time varying case which be numerical tractable.

b) The results similar to those of Proposition 3, Theorem 1 and Theorem
4 can be proved without difficulty in the case when the impulse time instances
τk, k ∈ Z+ are such that the sequence of the so called dwell times δk =
τk+1 − τk is not constant, but it satisfies a condition of the form:

0 < tmin ≤ τk+1 − τk ≤ tmax <∞

for all k ∈ Z+, tmin, tmax being given bounds.

In the remainder of this section, we consider two important cases of an
ICLSS (1) for which we can provide necessary and sufficient conditions for
stabilizability in mean square numerically feasible.

5.2 The periodic case

Theorem 5. Assume that the ICLSS (1) is periodic in the sense of Defi-
nition 3. If, additionally, Aj(·) : R+ → Rn×n are continuous matrix valued
functions, then, the following are equivalent:

(i) the ICLSS (1) is stabilizable in mean square by linear state feedback;

(ii) there exists a function Z(·) : [0, θ̃]→ S+
n and the matrices (Zd(k),K(k)) ∈

Sn × Rm×n, 0 ≤ k ≤ k̃− 1 having the properties:

(a) Z(·) is differentiable on each interval (kh, (k + 1)h) and it is left
continuous in each t = kh, 0 < k ≤ k̃;

(b) 0 ≺ c1In � Z(t) � c2In, t ∈ [0, θ̃] and Z(0) = Z(θ̃), θ̃, k̃ being
defined in (7);
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(c) (Z(·), {Zd(k)}k∈Z+ , {K(k)}k∈Z+) solves the following system of in-
equalities:

L(t)[Z(t)]− Ż(t) � 0, kh < t ≤ (k + 1)h

Z(kh+) = Zd(k) (47a) −Zd(k) ∗ ∗
(A0(k)Z(kh) + B0(k)K(k))> −Z(kh) 0
(A1(k)Z(kh) + B1(k)K(k))> 0 −Z(kh)

 ≺ 0,

0 ≤ k ≤ k̃− 1. (47b)

If (Z(·), {Zd(k)}0≤k≤k̃−1, {K(k)}0≤k≤k̃−1) is a solution of (47), then the
control law

u(k) = K

(
k −

[
k

k̃

]
k̃

)
Z−1

(
kh−

[
k

k̃

]
k̃h

)
X(kh), k ∈ Z+ (48)

achieves the exponential stability in mean square of the ICLSS (1). In (48),[
k
k̃

]
denotes the integer part of the number k

k̃
.

Proof. The equivalence (i) ⇔ (vii) from Theorem 2 applied in the case of
the resulting system (5) shows that under the considered assumptions, the
ICLSS (1) is stabilizable in mean square by linear state feedback if and
only if there exists a function Z̃(·) : [0, θ̃] → S+

n which has the properties
(α′) − (γ′) from the statement of Theorem 2 (vii) and solves the following
forward Lyapunov differential inequality with jumps:

L(t)[Z̃(t)]− ˙̃Z(t) � 0, kh < t ≤ (k + 1)h (49a)

1∑
i=0

(Ai(k) + Bi(k)F (k))Z̃(kh)(Ai(k) + Bi(k)F (k))> − Z̃(kh−) ≺ 0,

0 ≤ k ≤ k̃− 1. (49b)

Taking Z(·) = Z̃(·)|[0,θ̃] and using the Schur complement technique one

obtains that (49) is equivalent to (47). The details are omitted.

Remark 7. To feasibility testing of the matrix inequalities (47) one may
use a discretization procedure as those described in Section 3.4 of [3].
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5.3 The invariant case

According to Remark 1 (b), we deduce that a criterion for the stabilizability
in mean square by linear state feedback of a time-invariant ICLSS (1) is
provided by the following theorem.

Theorem 6. If the ICLSS (1) is time invariant in the sense of the Definition
4, the following are equivalent:

(i) the ICLSS (1) is stabilizable in mean square by linear state feedback;

(ii) there exists a function Z(·) : [0, h] → S+
n and the matrices Zd ∈ Sn,

Zd � 0 and K ∈ Rm×n having the properties:

(a) Z(·) is differentiable on (0, h) and left continuous in t = h;

(b) 0 ≺ c1In � Z(t) � c2In, for all t ∈ [0, h] and Z(0) = Z(h);

(c) (Z(·), Zd,K) solves the following forward Lyapunov differential
inequality with jumps:

Ż(t)−A0Z(t)− Z(t)A>0 −A1Z(t)A>1 � 0, 0 < t ≤ h,
Z(0+) = Zd (50a) −Zd ∗ ∗

(A0Z(h) + B0K)> −Z(h) 0
(A1Z(h) + B1K)> 0 −Z(h)

 ≺ 0. (50b)

If (Z(·), Zd,K) is a solution of (50) then the control law

u(k) = KZ−1(h)X(kh), k ∈ Z+

achieves the exponential stability in mean square of the time invariant ICLSS
(1).

Appendix A

Proof of Proposition 2. To prove that the implication (i) ⇒ (ii) holds,
we take an arbitrary (t0, H) ∈ R+×Sn but fixed. We have to show that the
solution Y (·; t0, H) of the JMLDE (13) satisfies (16). Let us assume that
H ∈ S+

n . This means that there exist orthogonal vectors ei ∈ Rn, |ei| = 1,
1 ≤ i ≤ n and non-negative real numbers λ1, λ2, . . . , λn, such that

H =

n∑
i=1

λieie
>
i .
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Hence,

Y (t; t0, H) =
n∑
i=1

λiY (t; t0, eie
>
i ) =

n∑
i=1

λiE[x(t; t0, ei)x
>(t; t0, ei)].

This allows us to deduce that

‖Y (t; t0, H)} ≤
n∑
i=1

λi‖E[x(t; t0, ei)x
>(t; t0, ei)]‖

≤
n∑
i=1

λiE[|x(t; t0, ei)|2]

Employing (4) written for x(·; t0, ei) we deduce that

‖Y (t; t0, H)‖ ≤ β

(
n∑
i=1

λi

)
e−α(t−t0),

for all t ≥ t0. On the other hand, we have that

n∑
i=1

λi ≤ n‖H‖.

Thus we have obtained that

‖Y (t; t0, H)‖ ≤ β̂e−α(t−t0)‖H‖, (51)

for all t ≥ t0 ≥ 0, H ∈ S+
n . So, we have shown that the solutions of the

JMLDE (13) which are starting from S+
n have an exponential decay. If

H ∈ Sn, there exist the positive semidefinite matrices H1, H2 such that

H = H1 −H2.

and

‖Hi‖ ≤ ‖H‖, i = 1, 2.

Hence,

Y (t; t0, H) = Y (t; t0, H1)− Y (t; t0, H2)

which yields

‖Y (t; t0, H)‖ ≤ ‖Y (t; t0, H1)‖+ ‖Y (t; t0, H2)‖. (52)
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From (51) and (52) we may conclude that all solutions of JMLDE (13) have
an exponential decay as in (16). Thus, we have proved that (ii) holds if (i)
is true.

To prove the converse implication, let us remark that

E[|x(t; t0, x0)|2] = Tr[E[x(t; t0, x0)x>(t; t0, x0)]] = Tr[Y (t; t0, x0x
>
0 )],

for all t ≥ t0 ≥ 0, x0 ∈ Rn. Y (·; t0, x0x
>
0 ) being the solution of IVP (12).

Since

0 ≤ Tr[Y (t; t0, x0x
>
0 )] ≤ n‖Y (t; t0, x0x

>
0 )‖

we deduce that

E[|x(t; t0, x0)|2] ≤ n‖Y (t; t0, x0x
>
0 )‖.

Thus, we may conclude that E[|x(t; t0, x0)|2] is satisfying (4) if Y (t; t0, x0x
>
0 )

is satisfying (16). Thus the proof ends.

Appendix B

Proof of Proposition 3. First we prove the implication (i) ⇒ (ii). Let
{Zk}k≥k0 be an arbitrary solution of the DTLE (18)-(19). For t ∈ (kh, (k+
1)h], k ≥ k0, we set

Y (t)
∆
=

1∑
j=0

T(t, kh)[Aj(k)ZkA>j (k)]. (53)

One sees that Y (·) is differentiable on each interval (kh, (k + 1)h) and we
have

Ẏ (t) = L(t)[Y (t)], kh < t < (k + 1)h. (54)

From (53) written for k replaced by k−1 together with (19) we deduce that
Y (kh) = Zk, for all k ≥ k0. On the other hand (53) yields

lim
t→kh
t>kh

Y (t) =
1∑
j=0

Aj(k)ZkA>j (k)

which is equivalent to

Y (kh+) =
1∑
j=0

Aj(k)ZkA>j (k). (55)
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From (54) and (55) we infer that Y (·) defined via (53) is a solution of the
JMLDE (13). Since (i) is true, we deduce that there exist two constants
β ≥ 1, α > 0 with the property that

‖Y (t)‖ ≤ βe−α(t−k1h)‖Y (k1h)‖, (56)

for all t ≥ k1h, k1 ≥ k0. For t = kh, (56) becomes:

‖Zk‖ ≤ βe−α(k−k1)‖Zk1‖.

So, we have obtained that the solution {Zk}k≥k0 of the DTLE (18)-(19) has
an exponential decay as in (20) with γ = β and δ = e−αh ∈ (0, 1) which are
not depending upon the solution {Zk}k≥k0 . This means that (i) ⇒ (ii) is
true.

We prove that the opposite implication holds. Let Y (t; t0, H) be an
arbitrary solution of the JMLDE (13). Let k(t0) ∈ Z+ be defined as in (2).

We set k0
∆
= k(t0) and we take

Zk0
∆
= Y (k0h; t0, H), (57)

and for k ≥ k0, we set

Zk
∆
= Y (kh; k0h, Zk0) = Y (kh; t0, H).

Since {Zk}k≥k0 solves the DTLE (18)-(19) it follows from (ii) that it satisfies
(20). This fact together with (57) leads to

‖Y (kh; t0, H)‖ ≤ γδk−k0‖Y (k0h; t0, H)‖, (58)

for all k ≥ k0. We define α
∆
= − 1

h ln δ. In this way, (58) may be rewritten as:

‖Y (kh; t0, H)‖ ≤ γe−α(k−k0)h‖Y (k0h; t0, H)}, (59)

for all k ≥ k0. Employing Gronwall’s Lemma one may show that

‖T(t, kh)‖ ≤ eµh,

for all kh ≤ t ≤ (k + 1)h, k ∈ Z+, where µ
∆
= sup

t∈R+

‖L(t)‖ <∞. This allows

us to deduce via (59) that

‖Y (t; t0, H)‖ ≤ β1e
−α(t−k0h)‖Y (k0h; t0, H)‖, (60)
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for all t ≥ k0h, β1 = γνe(α+µ)h where ν = max{1,
∑1

j=0 supk∈Z+
‖Aj(k)‖2}.

Further, from (60) together with

‖Y (k0h; t0, H)‖ ≤ eµh‖H‖

we deduce that

‖Y (t; t0, H)‖ ≤ βe−α(t−t0)‖H‖,

for all t ≥ t0 ≥ 0, where β = γνe2(α+µ)h. Thus we have shown that the
JMLDE (13) is exponentially stable if the accompanying DTLE (18)-(19) is
exponentially stable, too. So the proof is complete.
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72 V. Drăgan et all.

[10] X. Li, Q. Zhu, D. ORegan, pth Moment exponential stability of im-
pulsive stochastic functional differential equations and application to
control problems of NNs, J. Franklin Inst. B, 351, 4435–4456, 2014.

[11] X. Li, M. Bohner, C. Wang, Impulsive differential equations: Periodic
solutions and applications, Automatica, 52, 173–178, 2015.

[12] C. Liu, X. Li, D. ORegan, Asymptotically practical stability of im-
pulsive functional differential systems in terms of two measurements,
Dynam. Systems Appl., 22, 621–640, 2013.

[13] C.E. Newman and V. Costanza. Deterministic impulse control in native
forest ecosystems management, Journal of Optimization Theory and
Applications, 66, 173–196, 1990.

[14] B. Øksendal Stochastic Differential Equations, Springer-Verlag Berlin
Heidelberg, 2003.

[15] J. Shen, J. Yan, Razumikhin type stability theorems for impulsive func-
tional differential equations, Nonlinear Anal. TMA, 33, 519–531, 1998.

[16] L. A. Sobiesiak and J. D. Christopher, Lorentz-augmented spacecraft
formation reconfiguration, IEEE Trans. Control Syst. Technol., 24 (2),
514–524, 2016.

[17] I. Stamova, T. Stamov, X. Li, Global exponential stability of a class of
impulsive cellular neural networks with supremums, Internat. J. Adapt.
Control Signal Process, 28, 1227–1239, 2015.

[18] B. Vatankhahghadim and C. J. Damaren, Optimal hybrid magnetic at-
titude control: Disturbance accommodation and impulse timing, IEEE
Trans. Control Syst. Technol. 25 (4), 1512–1520, 2017.

[19] T. Yang. Impulsive Control Theory. Springer-Verlag, 2001.

[20] T. Yang. Impulsive Systems and Control: Theory and Applications.
NovaScience Publishers, 2001.

[21] X. Yang, D. Peng, X. Lv, X. Li, Recent progress in impulsive control
systems, Mathematics and Computers in Simulations, 2018.

[22] Z. Yu, The stochastic maximum principle for optimal control problems
of delay systems involving continuous and impulse controls, Automatica,
48 (10), 2420–2432, 2012.


