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DEVELOPMENT OF AN ANNOTATED DATABASE FOR
ASSESING THE PERFORMANCE OF DEEP LEARNING-
BASED VEHICLE DETECTION AND TRACKING MODELS

Tudor BARBU'!, Silviu-Ioan BEJINARIU?, Ramona LUCA?

Rezumat. [n aceastd lucrare este descrisd dezvoltarea unei colectii de imagini ce poate fi
utilizata pentru evaluarea performantei algoritmilor de detectie si urmarire a vehiculelor.
Baza de date cu imagini contindnd vehicule a fost creata folosind multe videoclipuri
inregistrate de trafic care apoi au fost adnotate automat prin aplicarea unor detectoare de
obiecte bazate pe retele neuronale convolutionale (CNN). Setul de imagini a fost impartit in
seturi de date pentru antrenare, validare si testare si apoi folosit cu succes pentru a
antrena, valida si testa detectoare de vehicule bazate pe invdtare profundd. Sunt descrise,
de asemenea, mai multe simuldri de detectie si urmdrire a vehiculelor. Este prezentatd o
solutie de clasificare a vehiculelor folosind invdtarea bazata pe transfer, impreund cu
rezultatele obtinute pentru detectie si contorizare.

Abstract. The development of a voluminous database aimed at performance evaluation of
the vehicle detection and tracking algorithms is described here. The vehicle database has
been created using many recorded traffic videos and annotated automatically by applying
some convolutional neural network (CNN) — based object detectors. It has been split into
training, validation and testing datasets and then successfully used to train, validate and
test deep learning-based vehicle detectors. Some multiple vehicle detection and tracking
simulations are also described. A transfer learning-based vehicle classification solution
using this database and those detection and counting results is also provided here.
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learning, training and validation datasets, CNN-based vehicle classification
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1. Introduction

Object detection, counting and tracking is a major and still challenging computer
vision process consisting of locating objects of a certain class in video frames and
determining their trajectories. It has a wide range of application areas: video
monitoring, law enforcement, security systems, video indexing and retrieval,
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robotic vision, medical imaging, autonomous systems and augmented reality. But
such applications are mostly developed for outdoor scenes and therefore the
quality of the videos is affected by camera motion, deformation, motion blur,
variations in brightness and illumination, object occlusions. To achieve its goal a
detection and tracking system must be as little as possible sensitive to them.

Many methods for object detection are presented in the literature. In [1] the
authors proposed a template matching based method for object detection.
Temporal and frame differencing methods are proposed in [2]. Other methods are
based on dictionary-based models [3], deformable part-based models [4], cascade
classifiers [5], invariant descriptors with SVM-based classifiers [6], active
contours [7], genetic algorithms, deep learning [8]. Similarly, a wide range of
methods are used for tracking objects in video sequences. The most common
methods are based on Kalman filters [9], mean-shift procedures [10], optical flow
estimation [11], Hidden Markov Models (HMM) [12], adaptive template
matching [13], object matching [14], and convolutional neural networks (CNN)
[15]. Most frequently, the classes of objects subjected to detection and tracking
are: faces (with applications in biometry, emotion recognition, security), humans
and body parts (with applications in gait analysis for medical recovery, traffic
monitoring, security), vehicles, animals (traffic monitoring, security, defense).

In this paper, the creation of a voluminous vehicle database, which has been
created for the development the above-mentioned artificial intelligence (Al)
techniques, is described. The paper is organized as follows. In the second section
is described the proposed vehicles database. Some experiments related to vehicles
detection and counting are described in the third section. The fourth section is
related to vehicle tracking and the last section concludes the paper.

2. Vehicle Database Development

The proposed database is intended to be used for development of methods for
automatic deep learning-based multiple vehicle detection, recognition and
tracking, as part of a computer vision research project in the video traffic
monitoring domain: SIMPATIA - Intelligent solutions for monitoring traffic
participants using advanced machine vision tools and rigorous mathematical
modeling.

The SIMPATTIA database is required for training, validation and testing the deep
learning-based vehicle detection and tracking frameworks within the mentioned
project. It was obtained by extracting the frames from about 130 video sequences
(15 GB) recorded in traffic using a video camera or high-resolution phone camera.
The recordings were made in different weather conditions (sun, rain, snow) and
different times of the day (day, night). Also, the recordings were made at 30
frames/second by placing the camera in different positions: above and on the side
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of the road or from the car in traffic. The videos contain more than 550K frames
of different sizes: [1920 x 1080], [1280 x 720] and [848 x 480].

In the preprocessing step, the frames were extracted and resized to the same
dimensions [848 x 480] pixels. Also, their quality was increased by applying 3D
filters to remove the additive white gaussian and quantum noises. From the entire
set of frames, almost 60K of them were selected and automatically annotated
using an existing deep-learning pretrained model from Ultralitics [16]. In a final
step, the automatic annotation was manually validated to eliminate false positive
results. The annotated objects represent the most common land vehicles: cars,
buses, trucks, trams, bicycles and motorcycles (Fig. 1).

29-04-2024 09:371:15

Fig. 1. Sample images from the selected frames

The vehicles database contains 59.032 images in .JPG file format. Because each
image contains one or more objects, the total number of objects is grater than
432K. Also, each image file has an associated text file with annotations: the 2D
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bounding boxes of the detected objects are described by their position and
dimensions [left, top, width, height].

Finally, the full dataset was divided into:

- Training dataset — 70% of the data (41.323 frames and their annotations),
- Validation dataset — 10% of the data (5.903 frames and their annotations).
- Testing dataset — 20% of the data (11.806 frames and their annotations).

The dataset is stored in six archives (three archives with images and three archives
with annotations) and it is publicly available on SIMPATIA project website:
http://iit.academiaromana-is.ro/simpatia/ [17]. The annotated vehicle dataset can
be freely used to train, validate and test successfully the deep learning networks
for vehicle detection and tracking but, since we first disseminated it in [18], this
paper has to be cited when using the database.

3. Training YOLO models using the SIMPATIA dataset

The dataset was used to train two version of the YOLO real-time object detection
and image segmentation model: YOLOv5m and YOLOv8m. Both models were
trained with the similar parameters: epochs = 50, batch_size = 16, learning_rate =
0.01. The image size was set to 640 and only one class entitled “vehicle” was used
for all annotated objects. The training was performed using Ultralitics
implementations in Python [16, 19] of the two models on a NVIDIA GeForce
RTX 3070, 8GB graphics card. The 50 epochs completed in 10.3 hours for the
YOLOV5m model and in 11.9 hours for the YOLOv8m.

The evolution of the Precision = TP/(TP+FP) and Recall = TP/(TP+FN) measures
are displayed in Fig. 2 and Fig. 3 respectively (TP, FP, FN are the elements of the
confusion matrix). However, the ecvolution of the two measures is quite
fluctuating. this happens because at the moment the types of vehicles are not
balanced within the class, there are many more cars and few bicycles and
motorcycles.
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Fig. 2. Evolution of Precision measure during the training process
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Fig. 3. Evolution of Recall measure during the training process

The training of the two models produced close results, with a plus for YOLOv5m
in the case of Precision measure and respectively YOLOv8m in the case of the
Recall measure.

Some detection results obtained using the trained YOLOvSm model are presented
in Fig. 4. It should be mentioned that the time required for vehicle detection on
the same hardware mentioned above, is less than 15 ms/frame which makes the
trained model feasible for real-time traffic monitoring systems.

4. Vehicle tracking solutions

We have proposed various tracking solutions for the detected vehicles. Some of
them represent tracking by detection (TBD) techniques, while others constitute
motion-based vehicle tracking approaches.
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Thus, an effective TBD algorithm has been introduced in [18]. The vehicles
detected by a combination of a YOLO-based detector created by us and a
variational PDE-based active contour [20] are tracked by a TBD approach that
applies an IoU (Intersection over Union) — based metric and several conditions
related to the vehicles’ sizes, shapes and color distribution content [18].

The motion-based vehicle tracking frameworks considered and implemented by
us include a Kalman filtering — based counting approach and an optical flow
estimation-based tracking model. The vehicle tracking technique using a Kalman
filter that estimates and predicts the position of the moving detected objects
allows multiple vehicle objects tracking in real time [9, 21]. In Fig. 4, the vehicles
are labelled with a unique identifier as long as they are visible in the video
sequence.

Frame 35 Frame 45 Frae 55

Fig. 4. Detection and object tracking results using a Kalman filtering-based approach

The Optical Flow estimation algorithms can detect the movement pattern in
consecutive frames caused either by the object or camera movement. We have
considered an optical flow-based vehicle tracking solution that applies a version
of the PDE variational model Horn-Schunck [22].

In Fig. 5 is presented the result of the considered optical flow algorithm applied to
a traffic video sequence. In this example the tracked features are points detected
by using the Shi-Tomashi corner detector [23]. The optical flow allows the more
accurate reconstruction of the trajectory because it is based on the movement of a
significant feature, unlike the detection of objects in which their image can be
affected by the viewing angle.
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Fig. 5. Determining the vehicle trajectory using the optical flow estimation algorithm

5. Conclusions

We created and annotated a voluminous vehicle database, by using many traffic
videos also acquired by us. The database can be used to develop novel deep
learning models for the vehicle detection and recognition tasks.

The database was used to train and validate several YOLO-type deep learning
models with promising results. The successful results of several multiple vehicle
detection and tracking techniques have been described here. This database still
needs to be enriched with new images of the less represented classes.

The work presented in this paper is part of the video traffic monitoring project that
is acknowledged below and therefore, the enrichment of this database along with
the development of new models that will be integrated into a complex video
monitoring system will represent the focus of our future research.
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