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Abstract. An adaptive nonlinear conjugate gradient algorithm based on clustering the 

singular values of the search direction matrix and on the inexact Wolfe line search is 

presented. The search direction is dependent to a positive parameter. The value of this 

parameter is selected in such a way that the singular values of the matrix defining the 

search direction are clustered around 1. We prove that for general nonlinear functions 

and independent of the line search procedure the search direction satisfies both the 

sufficient descent condition and the Dai and Liao conjugacy condition. According to the 

value of the parameter, the algorithm uses the suggested search direction, or it triggers to 

the Hestenes and Stiefel direction. Under classical assumptions, for uniformly convex 

functions, we prove that the algorithm is globally convergent. Using a set of 800 

unconstrained optimization test problems we prove that our algorithm is significantly 

more efficient and more robust than CG-DESCENT algorithm and slightly more efficient 

and more robust than ADCG algorithm. By solving five applications from the 

MINPACK-2 test problem collection, with 10
6
 variables, we show that the suggested 

adaptive conjugate gradient algorithm is top performer versus CG_DESCENT. 
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1. Introduction 

Let us consider the unconstrained optimization problem 

 min{ ( ), },nf x x R  (1.1) 

where : nf R R  is continuously differentiable and bounded below. For solving this 

problem we suggest a nonlinear conjugate gradient algorithm, where the iterates ,kx  

0,1,k   are generated as 

 1 ,k k k kx x d  
 (1.2) 

the stepsize k  is positive and the search directions kd  are computed as: 

 1 1 ,N

k k k kd g s   
 0 0 ,d g 

 (1.3) 
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